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Abstract 
 

The investigation of stability for nonlinear dynamical system often related to the construction of Lyapunov functionals. We employ Lya-

punov functionals to the system of nonlinear Volterra integro-differential equations of the form 𝑦′(𝑡) = 𝐵(𝑡)𝑔(𝑦(𝑡)) + ∫ 𝐺(𝑡, 𝑠, 𝑦(𝑠)) 
𝑡

0
 

and obtain conditions for the asymptotic stability of the zero solution. Also, we give examples to illustrate the obtained results. 
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1. Introduction 

Nonlinear integro-differential equations have been widely studied 

by researchers due to its wide applications in biology, ecology, 

medicine, physics, engineering and other scientific areas, (see [3], 

[5], [20] and reference therein).  

In recent years, qualitative properties of solutions such as stability, 

instability, boundedness, existence etc. of Volterra integro-

differential equations have been extensively investigated by dif-

ferent authors, [1], [3], [4], [10], [11], [16]. 

An important tool employed to discuss the qualitative properties 

of solutions of dynamical systems is the Lyapunov method. Alex-

ander Lyapunov was the first to define the notion of stable system 

[12]. The stability theorem for motion studied by A.M Lyapunov 

has proven to be highly useful and applicable in the field of sci-

ence and engineering. Over the years, Lyapunov method for the 

stability of integro-differential equation have been proposed by 

different researcher ([8], [13], [14], [15], [16], [17], [19]). 

In particular, [7] developed a Lyapunov theory and used non-

increasing or strictly decreasing Lyapunov functionals along solu-

tions that primarily seems to apply to Volterra integro-differential 

equations. Theoretically, this method is very appealing and there 

are numerous applications in which it is used in nature. [15] 

worked on the stability of the zero-state solution of impulsive 

function differential equation. They applied the Lyapunov-

Razumikhin method and Piecewise continuous function to check 

the behavioral solution of equation. [19] established stability of 

systems of Volterra integro-differential equation. They used a 

known form of Lyapunov functional to establish the stability con-

dition for the system. Also, [13] establishes the stability of the 

solutions of a class of integro-differential equations of Volterra 

type whose nonlinear term is assumed to be holomorphic function 

of variables and possible some integral form in a small neighbor-

hood of zero. Stability in Lyapunov’s sense of single zero root and 

of pair of pure imaginary roots for the unperturbed equation is 

analyzed by relying on functional in integral form represented by 

Fréchet series. [8] worked on construction of Lyapunov function-

als to check and investigate the stability for hereditary system. 

[18] studied certain nonlinear Volterra integro differential equa-

tions with delay. He established stability and boundedness condi-

tion of the solution by defining a suitable Lyapunov functional 

used to prove the result.  

2. Preliminaries 

Our aim in this paper is to use a suitable Lyapunov functional and 

determine necessary and sufficient condition for the stability of 

the zero solution of the nonlinear integro – differential equation of 

Volterra type defined by  

 

y′(t) = B(t)g(y(t)) +  ∫ G(t, s, y(s)) 
t

0
                                    (2.1) 

 

Where ,Ry the functions G is continuous in (t, s, y) for 0 ≤

s ≤ t < ∞ , B(t) continuous for 0 ≤ t < ∞ , 

g(y(t)) is continuous on (−∞, ∞) and  

 

     0 0
, , , , ,

t t

G t s y s ds tG t s y s ds                                  (2.2) 

 

For any 
0

0t  and initial function  0
,t t , let    0

, ,y t y t t 

denote the solution of eq. (2.1) on  0
,t t such that    y t t . Let 

  0
,

i
C t t  and   0

,C t   denote the continuous real valued func-

tions on  0 1
,t t  and  0

,t   respectively. For  0
,0C t ,

  0
sup : 0y t t t    . 

Definition 2.1: The zero solution of eq. (2.1) is stable if for each 

0  and each 
0

0t  , there exist 𝛿(𝜀) > 0 such that  
0t

    

which implies that  0
, , 0y t t for t   where  ,y t  is a solution 

of eq. (2.1) which is defined for 𝑡 ≥ 𝑡0 . 

 

Definition 2.2: The zero solution of eq. (2.1) is uniformly stable if 

for each 0  there exist 𝛿 =  𝛿(𝜀) > 0  such that  0
0,t  

with   (any
0

0t   implies that  ,y t    for all 
0

t t . 
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Definition 2.3: The function  , :f t y R X X    is called Lip-

chitz in y if ∀  𝑛 > 0, ∃ 𝐿 ≥ 0  such that, ‖𝑓(𝑡, 𝑦1) − 𝑓(𝑡, 𝑦2‖ ≤
∟‖𝑦1 − 𝑦2‖, for all 𝑦1, 𝑦2 ∈ 𝐵𝑛 , 𝑡 ≥ 0 𝑤ℎ𝑒𝑟𝑒 ∟ is called Lipschitz 

constant and 𝐵𝑛 is a close ball with radius n. 

 

Definition 2.4: The zero solution of eq. (2.1) is said to be asymp-

totically stable if it is stable and there is a number 0   such that 

any solution  y t  with   satisfies  lim 0
t

y t


 . 

 

Definition 2.5: Suppose 𝜙 ∈ 𝑅𝑛  for each solution 𝑦(𝑡, 𝜙) and if 

∃ 𝐵(𝑦0) such that |𝑦(𝑡, 𝑦0)| ≤ 𝐵(𝑦0) 𝑓𝑜𝑟 𝑡 ≥ 0. Then the solution 

of eq. (2.1) is bounded. 

 

The following theorem is essential for stability result and is a 

basic tool for our results. 

 

Theorem 2.1: [9]. If there exists a functional   , .V t  , defined 

whenever 
0

0t t  and   0, , nC t R  such that  

 

i)  ,0 ,V t o V is continuous in t and locally Lipschitz in   

ii)      , , :[0, ) [0, )V t t W t W      is a continuous 

function with    0 0, 0, 0W W r ifr   and W is strictly in-

creasing (positive definiteness), and 

iii)   , . 0V t   then the zero solution of eq. (2.1) is stable and  

iv)      , . , : 0V t V t s s t     

Is called a Lyapunov function of eq. (2.1) 

3. Main result 

Theorem 3.1: If B(t) < 0 , G(t, s, y(s)) > 0  and 

 

       0
, , 0

t

B t g y t G t s y s ds                                            (3.1) 

 

Then the statements below are equivalent. 

i) The solution of eq. (2.1) tends to zero.  

ii) B(t)g(y(t)) + ∫ G(t, s, y(s)) ds < −ξ,
t

0
0   

iii) Every solution of eq. (2.1) is a Lebesgue integrable function 

with respect to the vector space Rn. For the proof see [11]. 

 

Theorem 3.2: (Strong Condition for Stability) If  

 

       0
, , 0B t g y t G t s y s dt



                                    (3.2) 

 

Then the zero solution of eq. (2.1) is uniformly asymptotically 

stable 

Proof 

We choose a Lyapunov functional  

 

     

     0 0

, , | |

| , , | | |
t

V t s g y t y t

G s y s d g y s ds 




  

                                     (3.3) 

 

Then 0,y   where  y t  is assumed solution of eq. 2.1. We have 

 

              

           

          

0

0 0

0

, , , ,

, , , ,

, ,

t

t

V t s g y t B t g y t G t s y s g y s ds

G s y s d g y t G t s y s g y s ds

B t g y t G s y s d g y t

 

 





   

  

  

 

 

           

  

0
, , , ,g y t B t G s y s d V t s g y t

g y t

 



     

 
 

For some positive constant 0   and   g y t  is Lebesgue inte-

grable, hence the equilibrium solution is uniformly asymptotically 

stable. 

 

Theorem 3.3: (Weak condition for stability) A weak condition for 

stability of eq. 2.1 is given below 

 

       0
, , 0B t g y t G t s y s dt



                                        (3.4) 

 

Proof 

Choosing the usual Lyapunov functional  

 

   

       0 0

, ,

| | , ,
t

V t s g y t

y t G s y s d g y s ds 




 

                                (3.5) 

 

Then for all 0,y   assuming  y t  is a solution of eq. (3.4), dif-

ferentiating eq. (3.5) along the solution of eq. (3.5), then we have 

 

           

     

          

     

       

      

0

0

0

0

0

, , , ,

, , ,

, ,

, ,

, ,

, ,

t

t

r

V t s g y t B t g t t G t s y s ds

G s y s d g y t

G t s y s g y s ds B t g y t

G s y s d g y t

g y t B t G s y s d

V t s g y t g y t

 

 

 









   

 

 

 

    

 

 

 

Hence the solution of eq. (2.1.) is unstable under theorem 3.3 even 

if   , ,G t s y s is Lebesgue integrable and bounded. 

 

Theorem 3.4: (Necessary and sufficient condition) Suppose  

 

i) : R R

 is continuous and  , ,G t s y  is continuous for 

0 s t   and satisfy the Lipschitz condition. 

 

         

   

1 2

1 20 0

1 1 2 2 1 2

, , , ,
t t

B t g y s B t g y s

G t s y ds G t s y ds

L y y L y y



  

   

 

 

For all  

 

0 1 2
, , 0.t t y y and         Then solution of eq. (2.1) 

is unique. 

ii) If the integral 
  0

, ,
t

G s y s ds
is defined and continuous 

for 0 s t    and given positive number 


 such that 

 

     0 0
2 , , , ,

t

B t G t s y ds G s y d  


                           (3.7) 

 

Then the zero solution is stable if and only if   0.G t   (for proof, 

see [11]).  

 

Theorem 3.5: If  

 

    

  

 

0
2 , ,

, ,

0

t

t

B t G t s y s ds

G t y s d

and G t

  


 

  



 

 

Holds and bounded, then the zero solution of eq. (2.1) is asymp-

totically stable. 

Proof 
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We have proved from theorem (3.4) that the derivative of the Lya-

punov functional is less than or equal to zero i.e. 

      2, ,V t s g y t g y s    that   2g y s  is Lebesgue inte-

grable and is bounded on R+, hence    0g y s   as .t    

We therefore conclude that the zero solution is asymptotically 

stable. 

We now need to obtain the sufficient conditions for the asymptotic 

stability of eq. (2.1) in which  G t  is not negative and 

  , ,G t s y s need not be integrable on R+   R+., here eq. (2.1) is 

equivalent to 

 

    

      0
, , ,

t

V g y t V t

A t s y s V s ds B t s



 
                                              (3.8) 

 

And 

 

0

( , , ( )) ( , , ( )) ( , , ( )) ( , ( ))

( , , ( ))
t

m
A t s y t G t s y t t s y t B s y s

s

m s y s d 


 





                    (3.9) 

 

Where 

        , , ,0 0 , , ,B t s m t s V m t s y s Being a continuously differ-

entiable function for 

 

      0 , , .s t and g y t B t m t t t      

 

Also, if we assume that there exist a   , ,A t s y s  which is contin-

uously differentiable for 0 s t    such that  

a)  , ,0 0m t s  as t   0
, ,0

t

and m t s dt    

b)   0
, ,

t

m s y s d  is define and finite for all 0.  

Then, if 0   such that 

 

     

    

0 0
, , , ,

, ,0 2

t

A t s y s ds A s y s d

m t s g y t

 





 

   
                                 (3.10) 

 

If    0g y s  and bounded, then the zero solution of eq. (2.1) is 

asymptotically stable. 

 

Theorem 3.6: Assume that condition (a) and holds with 

 

     

     

, , ,

, , ,

m t s y s m t s t y s

and A t s y s A t s t y s

  

  
 

 

Holds if  

       0
, , 0,B t g y s A t s y s ds



   then the zero solution of eq. 

(2.1) is uniformly asymptotically stable. 

We shall consider the example below to show the validity of the 

theorem above. 

Example 1: Consider the integro – differential equation. 

 

 
 2

0
10 24

t st

y g t e ds


                                                       (3.11) 

 

Comparing with equation (4.1), we have here that 

 

B (t) = – 10,     2, , 24G t s y s e t s    

 

Choose 

 

    
, , 6

t s
m t s y s e


  ,   0, , 6 6m t t t e   

 

Then,  

 

      , ,g y t B t m t t t   10 6 10 6 4 0        

 

Hence the zero solution of eq. (2.1) is asymptotically stable. 

Example 2: Consider the scalar equation  

 

 

      

 

10

20

2

12

12 4 3 cos

3

t s

t

y g t
t

e s s s

t

 

 


 
 



                                           (3.12) 

 

Comparing with eq. (2.1), we have that 

 

 
2

12
B t

t



,   

      

 

10

2

12 4 3 cos
, , ,

3

t s
e s s s

G t s y s
t

 
 

 


 

 

Select,   
     

 

22

2

2 4 cos
, ,

3

t s
e s s

m t s y s
t

 





 

 

Then, 

 

      , ,G y t B t m t t t   

 

   

 

2

2

2 4 cos2
0 0

12 3

s t
t

t t


    

 
 

 

Also, 

 

     

  
    

     0

, , , ,

2 , ,
. , ,

2

, , . , ,
t

A t s y s G t s y s

m t s y s
B t m t s y s

s

m t s y s G t s y s dt



 



 

 

  
   

  

22

2

sin 4cos
, ,

3 3

4cos

12 3

t t
A t s y s

t t

t

t t

  
 


 

 

 

       

       

 

 

  
 

 

 

0

2

2 2

2

, , . , ,

2 , , ,0, 0 4

2 412sin

3 3

cos8 4
8

12 93

t

t

G t s y s B t m t s y s

A t s y s ds m t y y t

et

t t

t

t t



 

  


 

 


 

 

 

 

Thus, 
 

4
.

9
   

 
Having satisfied the asymptotic stability condition, hence the zero solution 

is asymptotically stable. 
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