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Abstract

A predator-prey model with different types of growth rates and dif-

ferent functional responses is proposed and analysed. The stable dynam-

ics of the system for different growth rates have been shown. The re-

sults of the system with additional food to predator for different growth

rates have been shown in this context. The coexistence of species in the

system depends on the growth rates of the prey species. We have sug-

gested that a real predator-prey model will be constructed with different

growth rates and different functional responses.

Keywords: Predator-prey, Growth rates, Functional responses, Global sta-

bility, Additional food.

1 Introduction

The well known Verhulst logistic equation [1] for population dynamics is

dN

dt
= rN

(

1 −
N

K

)

where r is the intrinsic growth rate of the population and K is the carrying
capacity. This model is parameterized by the initial population size, the ini-
tial growth rate and carrying capacity K. The resulting logistic growth rate
curve is sigmoidal, when the population size is less than K. Even, the point
of inflection for the system is fixed for which corresponding population is K

2
.
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Figure 1: Population growth curve in time according to Richards’ equation (1)
for r = 0.2, K = 100.

This limitation is undesirable as well as unrealistic. In spite of this limitation,
we see that there are several models where this logistic equation is used. The
logistic growth equation has been used in many diverse biological systems [2,
3]. Morgan [4] used this logistic equation to describe herding behaviour of
African elephant. Out side of the biology, Fisher and Pry [5] have successfully
applied the logistic growth model to describe the market penetration of many
new products and technologies. An evolutionary process in the industrial rev-
olution may also be modelled with logistic equation is shown by Herman and
Montroll [6]. However, the verhulst logistic equation is also referred to the
literature as the Verhulst-Pearl equation after Verhulst [1], who first derived
the curve, and Pearl [7], who used the curve to approximate population growth
in the United States in 1920.

Since the original work of Verhulst [1], Pearl and Reed [7] there have
been proposed several contributions suggesting alternative growth functional
forms, whilst retaining the sigmoid and asymptotic property of the Verhulst
logistic curve [1]. Richards [8] was the possibly first to apply a growth equa-
tion developed first by Von Bertalanffy [9] to describe the growth of animals.
Richards [8] suggested the growth equation in the following form:

dN

dt
= rN

[

1 −
(

N

K

)β
]

(1)

where β is positive exponent and the term β is consider as intraspecific com-
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petition factor. The solution of the equation (1) is

N(t) = K

[

1 − e−βrt

[

1 −
(

N0

K

)−β
]]− 1

β

In particular, β = 1 it reduces to the Verhulst growth equation [1]. The
figure 1 illustrates the Richards’ growth curve for different values of β with
r = 0.2, K = 100. Fig 1 depicts that the larger β the faster in time the curve
reaches the carrying capacity K. Richards growth curve was used for fitting
experimental data by Nelder [10], who used the term generalized logistic equa-
tion to describe the equation.

In ecology there are huge number of food chain models with two, three
or more species with different functional responses such as Holling-Turner type
[11,12], Beddington-DeAngelis type [13,14] and ratio dependent type [15,16]
etc. But, most of the models have same type of growth rate and functional re-
sponse. From biological point of view, it is unrealistic in nature. In fact, in the
real world, predators feed on diffrent preys in different types of consumption
ways. For example, consider crops, aphids, and birds as prey, another prey,
and predator, respectively. In this case, it is natural to assume that the feed-
ing type of birds on crops is different from that of birds on aphids. Therefore,
to describe this phenomenon, two different types of functional responses are
needed in the model. So, in this paper, we consider two types of functional
responses, one the Holling type-II and other Beddington-DeAngelis functional
response.

We shall now concentrate to formulate a food chain model with two
preys and one predator species. In real world, the growth rate of different
species is different. So we consider two prey species, one with Verhulst logistic
growth equation [1] and other with Richards growth equation [8] with two
types of functional responses. With above considerations, we formulate a food
chain model in the form:

dX

dT
= R1X

(

1 −
X

K1

)

−
A1XZ

B1 + X

dY

dT
= R2Y

[

1 −
(

Y

K2

)β
]

−
A2Y Z

B2 + Y + Z
(2)

dZ

dT
=

E1A1XZ

B1 + X
+

E2A2Y Z

B2 + Y + Z
− DZ

where X and Y are the density of prey species and Z be the number of predator
species that preys upon both X and Y . T is the time. The constants R1, R2

and K1, K2 are the intrinsic growth rate and carrying capacity of X and Y
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respectively. A1, A2 are respectively the food intake rate of the predator Z on
X and Y . The constants E1 and E2 are the conversion rates of preys X and
Y to predator Z respectively. B1 and B2 are the half saturation constants for
the predator Z. The term D denotes the predator’s death rate.

We nondimensionalize the system (2) using x = X
K1

, y = Y
K2

, z = Z
K1K2

,
t = R1R2T and we obtain the following system

dx

dt
= ax(1 − x) −

pxz

1 + b1x

dy

dt
= by(1 − yβ) −

qyz

1 + b2y + b3z
(3)

dz

dt
=

ǫ1pxz

1 + b1x
+

ǫ2qyz

1 + b2y + b3z
− dz

where a = 1
R2

, b = 1
R1

, p = A1K1K2

R1R2B1

, q = A2K1K2

R1R2B2

, b1 = K1

B1

, b2 = K2

B2

, b3 = K1K2

B2

,

ǫ1 = E1

K2

, ǫ2 = E2

K1

, d = D
R1R2

. The system (3) has to be analyzed with the
following initial conditions: x(0) > 0, y(0) > 0, z(0) > 0.

The main objective of this paper is to investigate the dynamics of the
system (3). We have discussed the dissipativeness and condition for existence
of global stability of the system (3) in section 2. The effects of additional
food is discussed in section 3. The numerical simulation is shown in secion 4.
Finally, the conclusion is given in section 5.

2 Preliminary Notes

2.1 Dissipativeness

Obviously the interaction functions of the system (3) are continuous and
have continuous partial derivatives on R3

+ = {(x, y, z)T : x(t) > 0, y(t) >

0, z(t) > 0}. Therefore the solution of the model system (3) with positive
initial condition exists and is unique, as the solution of system (3) initiating
in the positive octant is bounded. Further more, the system (3) is said to be
dissipative if all population initiating in the space R3

+ = {(x, y, z)T : x(t) >

0, y(t) > 0, z(t) > 0} are uniformly limited by their environment [17].

Theorem-1: The system (3) is dissipative.

Proof: From the first equation of the system (3), we have
dx
dt

≤ ax(1−x) ⇒ x(t) ≤ 1
1−Ce−at , for all t ≥ 0, with C = 1− 1

x0

, which implies
that x(t) < 1 for sufficiently large t.
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Let (x(t), y(t), z(t)) be any solution of the system (3) with positive initial
conditions and define that w = ǫ1x + ǫ2y + z

i.e, dw
dt

= ǫ1
dx
dt

+ ǫ2
dy

dt
+ dz

dt

Therefore,
dw
dt

= ǫ1[ax(1−x)− pxy

1+b1x
]+ǫ2[by(1−yβ)− qyz

1+b2y+b3z
]+ ǫ1pxy

1+b1x
+ ǫ2qyz

1+b2y+b3z
−dz.

Therefore,

dw

dt
= ǫ1ax(1 − x) + ǫ2by(1 − yβ) − dz

i.e,
dw

dt
≤ aǫ1 − θ(x + y + z)

where θ= min{aǫ1,−bǫ2, d} > 0.

dw

dt
+ θw ≤ aǫ1

Applying the theory of differential inequality we obtain

0 < w <
aǫ1(1−e−θt)

θ
+ w(x(0), y(0), z(0))e−θt

For t → ∞, we have 0 < w < aǫ1
θ

.
Hence all the solutions of the system (3) that initiate in R3

+ are confined in
the region
S = {(x, y, z) ∈ R3

+ : w = aǫ1
θ

+ η, for any η > 0}, which means that all
species are uniformly bounded for any initial value in R3

+.
According to the above theorem we assume that there exists real numbers

(η1, η2, η3) > 0 such that Ω(x0, y0, z0) ⊂ R3
+ = {(x, y, z) : 0 ≤ x ≤ η1, 0 ≤ y ≤

η2, 0 ≤ z ≤ η3} for all (x0, y0, z0) > 0, where Ω(x0, y0, z0) is the omega limit
set of the orbit initiating at (x0, y0, z0). Therefore, the system (3) is dissipative.

The following proposition provides a necessary condition for survival
of the prey species y in the system (3).

Proposition 1: A necessary condition for the prey species y to survive
is 1 < η

β
2 .

Proof : From the second equation of the system (3) we get

dy

dt
= by(1 − yβ) − qyz

1+b2y+b3z

≤ by(1 − yβ) ≤ by(1 − η
β
2 ) = Ay, where A = bη2(1 − η

β
2 ), by the

theorem 1.
Then we have y ≤ y0e

At. Thus, for A < 0, limt→∞y = 0.
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Thus the necessary condition for the servival of the prey species y is 1 < η
β
2 .

2.2 Existence and stability criteria for equilibrium points

The system (3) possesses the following equilibrium states:
1. The trivial state ET ≡ (0, 0, 0) always exists and it is with non-empty

stable and unstable manifolds, so ET is unstable.
2. The axial state EA ≡ (1, 0, 0). It is also with non-empty stable and

unstable manifolds, so EA is unstable.
3. The predator free equilibrium state is Ē ≡ (1, 1, 0).

The Jacobian matrix around Ē is given by

J(Ē) =







a11 a12 a13

a21 a22 a23

a31 a32 a33







where,
a11 = −a, a12 = 0, a13 = − p

1+b1
, a21 = 0, a22 = −bβ, a23 = − q

1+b2
,

a31 = ǫ1p

(1+b1)2
, a32 = ǫ1p

1+b1
, a33 = −d − q

1+b2
.

The characteristic equation of the Jacobian matrix Ē is given by
λ3 + Θ1λ

2 + Θ2λ + Θ3 = 0
where,
Θ1 = −[a11 + a22 + a33]
Θ2 = [(a22a33 − a23a32) + (a11a33 − a13a31) + a11a22]
Θ3 = −[a11(a22a33 − a23a32) − a13a22a31]

If a33 > a13a31, then Θ1 > 0, Θ3 > 0 and Θ1Θ2 −Θ3 > 0 hold. Therefore
we observe that the predator free equilibrium point Ē(1, 1, 0) of the system (3)
is locally asymptotically stable if a33 > a13a31.

4. The interior equilibrium state E∗ ≡ (x∗, y∗, z∗), where y∗(1 − y∗β) =
a(1−x∗)[d+(db1−ǫ1p)x∗]

p
, z∗ = a(1+b1x∗)(1−x∗)

p
and x∗ is the positive root of the equa-

tion Ax∗3 + Bx∗2 + Cx∗ + D = 0
where, A = aǫ1b1, B = ǫ1a(1−b1), C = db1(1−ǫ2b)+ǫ1(ǫ2bp−a), D = d(1−ǫ2b).
The interior equilibrium point E∗ exists if 0 < d

ǫ1p−db1
< x∗ < 1, when p > db1

ǫ1

is satisfied.

Now, we study the locally asymptotical stability criteria around the
interior equilibrium state E∗. The Jacobian matrix around E∗ is given by

J(E∗) =







A11 A12 A13

A21 A22 A23

A31 A32 A33






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Figure 2: Phase portraits of the system (3) for p = 1.6, q = 1.7, b1 = 3,
b2 = 3.5, b3 = 3.2, a = 1, b = 1, ǫ1 = 0.05, ǫ2 = 0.06, d = 0.02 and for different
values of β = 0.5, 1, 1.5, 2.

where,
A11 = a − 2ax∗ − pz∗

(1+b1x∗)2
, A12 = 0, A13 = − px∗

1+b1x∗
, A21 = 0, A22 =

b[1 − (β + 1)y∗β ] − qz∗(1+b3z∗)
(1+b2y∗+b3z∗)2

, A23 = − qy∗(1+b2y∗)
(1+b2y∗+b3z∗)2

, A31 = ǫ1py∗

(1+b1x∗)2
, A32 =

ǫ1px∗

1+b1x∗
− qz∗(1+b3z∗)

(1+b2y∗+b3z∗)2
, A33 = −d − qy∗(1+b2y∗)

(1+b2y∗+b3z∗)2
.

The characteristic equation of the Jacobian matrix E∗ is given by
λ3 + Ω1λ

2 + Ω2λ + Ω3 = 0
where,
Ω1 = −[A11 + A22 + A33]
Ω2 = [(A22A33 − A23A32) + (A11A33 − A13A31) + A11A22]
Ω3 = −[A11(A22A33 − A23A32) − A13A22A31]

Using the Routh-Hurwitz criteria [18] we observe that the positive equi-
librium point E∗(x∗, y∗, z∗) of the system (3) is locally asymptotically stable if
and only if Ω1 > 0, Ω3 > 0 and Ω1Ω2 − Ω3 > 0 hold.

Now, we investigate the global stability of the interior equilibrium point
E∗ of the system (3) in the following theorem.

Theorem 2: Suppose that the positive equilibrium point E∗(x∗, y∗, z∗) is
locally asymptotically stable. Then it is globally asymptotically stable if the
following condition holds:

M [ǫ2b +
ǫ1p(x∗ − z∗)

1 + b1M
+

ǫ2q(y
∗ − z∗)

1 + (b2 + b3)M
+ ǫ2by

∗Mβ−1] < aǫ1x
∗ + bǫ2y

∗ − dz∗, (4)
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Figure 3: The bifurcation diagrams of the system (3) with respect to β for
p = 1.6, q = 1.7, b1 = 3, b2 = 3.5, b3 = 3.2, a = 1, b = 1, ǫ1 = 0.05, ǫ2 = 0.06,
d = 0.02.

where M = aǫ1
θ

, θ=min{aǫ1,−bǫ2, d} > 0.

Proof: The proof can be reached by using a Lyapunov stability theorem
which gives a sufficient condition. Now, we consider a positive definite function
about E∗ as

W (x, y, z) = ǫ1W1 + ǫ2W2 + W3

where, W1(x, y, z) = x − x∗ln( x
x∗

), W2(x, y, z) = y − y∗ln( y

y∗
), W3(x, y, z) =

z − z∗ln( z
z∗

).
Therefore,

dW
dt

= ǫ1
(x−x∗)

x
dx
dt

+ ǫ2
(y−y∗)

y

dy

dt
+ (z−z∗)

z
dz
dt

i.e., dW
dt

= ǫ1(x−x∗){a(1−x)− pz

1+b1x
}+ ǫ2(y−y∗){b(1−yβ)− qz

1+b2y+b3z
}+

(z − z∗){ ǫ1px

1+b1x
+ ǫ2qy

1+b2y+b3z
− d}.

Using theorem (1), without loss of generality, we may assume that there ex-
ists a constant M = aǫ1

θ
satisfying x(t), y(t), z(t) < M , where θ=min{aǫ1,−bǫ2, d} >

0 and after algebraic calculation we have
dW
dt

≤ −aǫ1(x−
1+x∗

2
)2−aǫ1x

∗−dz+ǫ2bM−ǫ2by
∗−ǫ2by

β+1+ǫ2by
∗Mβ +

ǫ1pM(x∗−z∗)
1+b1M

+ ǫ2qM(y∗−z∗)
1+(b2+b3)M

+ dz∗ − dz.

It is easy to verify that dW
dt

< 0 under the condition (4). Therefore, W is
a lyapunov function with respect to E∗ in the interior positive octant. Hence,
the equilibrium point E∗(x∗, y∗, z∗) is globally asymptotically stable.
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Figure 4: Global dynamics of the system (5) for p = 1.6, q = 1.7, b1 = 3,
b2 = 3.5, b3 = 3.2, a = 1, b = 1, c1 = 0.1, c2 = 0.12, ǫ1 = 0.05, ǫ2 = 0.06,
d = 0.02, α = 2, ξ = 1 and β = 2.
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Figure 5: The bifurcation diagrams of the system (5) with respect to quantity
of additional food ξ for α = 2, p = 1.6, q = 1.7, b1 = 3, b2 = 3.5, b3 = 3.2,
a = 1, b = 1, c1 = 0.1, c2 = 0.12, ǫ1 = 0.05, ǫ2 = 0.06, d = 0.02 and for
different values of β = 0.5, 1, 1.5, 2.
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3 Dynamics with additional food

Now we are interested to study the dynamics of the predator-prey system
(3) with additional food to predator. From this study, it is possible to de-
velope management strategies that manipulate quality of the additional food
(characterized by predator’s handling time ) and its supply level for the ben-
efit of biological control [19-21]. We will also able to understand the indirect
interactions taking place in the ecosystem and their vital role on the predator,
which helps us to predict the eventual state of the ecosystem and predator[22-
24]. Here we assume that the number of encounters per predator with the
additional food is proportional to the density of the additional food and the
proportionality constant characterizes the ability of the predator to identify
the additional food. So, we introduce the additional food (characterized by
predator’s handling time ) using the constant term αξ [19] to the predator.
The term α denotes the quality of additional food and ξ denotes quantity of
additional food [19]. Therefore, using this term we reformulate the system (3)
in the following form

dx

dt
= ax(1 − x) −

pxz

1 + αξ + b1x

dy

dt
= by(1 − yβ) −

qyz

1 + αξ + b2y + b3z
(5)

dz

dt
=

ǫ1p(x + c1ξ)z

1 + αξ + b1x
+

ǫ2q(y + c2ξ)z

1 + αξ + b2y + b3z
− dz

The main objective of this section is to study the dynamics of the system (5)
in presence of additional food. We are interested to investigate the influence
of additional food on a system. In this paper, we have performed a numerical
simulation to investigate the influence of additional food in a system (5).

4 Numerical results

We have done numerical simulation of the system (3) with parameters
values p = 1.6, q = 1.7, b1 = 3, b2 = 3.5, b3 = 3.2, a = 1, b = 1, ǫ1 = 0.05,
ǫ2 = 0.06, d = 0.02 which are fixed through out the simulation.

Figure 1 is the phase portraits of the system (3) for different values of
β. From figure 1, we observe that the system (3) is stable about its equilibrium
point for higher values of β. We have done bifurcation analysis of the system
(3) with respect to β is shown in figure 2. From figure 2, we observe that the
prey population x has stable limit cycle, while the prey populatin y extinct for
very low values of 0 < β < 0.1 and for higher values of β it also has stable limit
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cycle dynamics. Predator population z has stable dynamics depending on the
values of β. From figure 2 we observe that the density of predator population
is high after β > 1. Therefore for higher values of β, the systems dynamics
shows stable limit cycle behaviour. From figure 2 it is observe that population
density depends on the values of β.

For the system (5), we have done phase portrait diagrams and bi-
furcation analysis for different supply of additional food. Figure 3 shows the
stablity of the system (5) in presence of additional food with α = 2 and ξ = 1.
Bifurcation analysis of the system (5) with respect to quantity of additional
food ξ is done for different values of β which is shown in the figure 4. Figure 4
shows that the system (5) has limit cycle oscillations in some specific range of
ξ and then the system (5) settles down to steady state. Therefore, the system
is effected with the supply of additional food as well as the different value of
β. From the numerical simulation we conclude that the stable coexistance of
a food chain system depends on the growth rate of the species.

5 Conclusion

We have proposed a predator-prey model with different growth rates and dif-
ferent functional responces of the species. We have done global stability under
certain condition of the proposed model. We have also shown that the system
has limit cycle oscillation and stable coexisting dynamics for different growth
rates. We also have shown the influence of additional food on the system for
different growth rates and different consumption rates. From our analysis,
we have shown that the prey species has extinction risk for lower values of
β. Therefore, servival of species depends on growth rates and consumption
rates. But supply of additional food to predator be helpful for survival of prey
species. Therefore, a real predator-prey model should be constructed with dif-
ferent growth rates and different functional responces for the existence of prey
species. Therefore, a food chain system with different types of functional re-
sponses and different growth rates for preys may be able to achieve the typical
behaviour of real food chain.
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