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Abstract 
 

Software reliability is the probability that software will not cause the failure of a product for a specified time under specified conditions. 

Software Reliability is also an important factor affecting system reliability. Software reliability is different compared to hardware relia-

bility. Hardware reliability is the one which deals with manufacturing something which is related to external features of the system. Reli-

ability is one of the major problem faced by the systems. Hence, there are some factors which make the system much reliable. As there 

are different types of software reliable models we analyses each of its performance and also the factors which are affecting them. In this 

paper we propose a hybrid model which is used for the reduction in the count of bugs and also we implement the reliability factors for 

that model. Therefore, this model reduces number of bugs. As we know reliability is inversely proportional to the number of bugs and 

therefore by using this model we are increasing reliability. 
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1. Introduction 

Software reliability is one of the important factor which effects the 

system and it can be defined as a condition where the system do 

not encounter any problems in a certain limit of time. Garima 

Chawlaet [1] states that programming unwavering quality is going 

to characterize the dependability or the life of programming 

framework with various properties as, we know there are different 

types of reliable models which can describe reliability. We may 

think how reliability can be one of the main cause for the systems 

which we are using in present situations. If the system is unrelia-

ble it even causes the data stored in the system to be lost. We can 

assume the loss in different ways and it is very difficult to make 

modifications for the system which is unreliable to make it reliable. 

Felipe Febrero,Coral [2] referenced that now a day’s failure rate of 

the systems is being high. That not only includes in the field of 

software but also in other fields, this may cause heavy loss  

Sometimes not only in the terms of amount but that may also in-

clude loss of lives. Hence that is the reason why reliability plays a 

major role. There are different factors which effect the system 

reliability. Zhu, M., Zhang, X., Pham, H [3] made a comparison 

using this factors. By combining both of them we get the best 

model as an output. In this paper, as we describe different models 

and study about each of them in a detailed manner. So, we can 

predict the best model and if we implement reliability factors then 

that becomes an efficient model and can be used in further pro-

cesses. Therefore, this help us to give the clear idea about different 

types of models and their working using their functionalities. So, 

this helps the future models to be more reliable than the present 

one. For more reliability we can even modify different parameters 

such that it may give us a new model. 

2. What are reliability factors? 

As we know software usage is being increased day by day. If the 

system causes any failure that the correction becomes more com-

plex and also it requires a lot of cost. Nisha Sharma[4] states that 

programming dependability is the pivotal factor to gauge the 

product quality and additionally to assess the product cost So, to 

reduce the cost and failures we have to know about the system and 

also the reasons why the system is being failed. Therefore, there 

are some factors which help the system without being failed and 

they are known as reliability factors. The factors are: 

2.1. Program complexity 

This is actually measured in terms of kilo line of code and if this 

factor is greater than 50 that is said to be high complex program 

else it is said to be low. This should be low because a complex 

program or system may cause different errors and that may lead to 

a complete failure of the model. As the number of errors increase 

the system or the model becomes more complex. Number of errors 

are always proportional to the program complexity. 

2.2. Cost 

This is a factor which plays a major role in any of the project be-

cause this optimization will lead the success of the project and 

makes it more reliable. There should be the correct estimation of 

cost and this also includes a correct planning. If a certain limit is 

attained to the cost the project should not exceed it. In-case if it is 

exceeded it should be informed. Therefore this is one of the most 

important factor. 
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2.3. Testing methodologies 

As we know in any of the model testing plays a very important 

role and the methods which we choose for testing should be able 

to identify minimal errors also, because large errors can be solved 

but minor errors are very difficult to identify and may cause the 

system to fail. Most of the people assume that testing should be 

done only after construction phase but it is always advisable to 

perform testing from requirements phase itself. Hence different 

methods based on the phase should be choosen correctly and then 

applied which makes the system more reliable. 

2.4. Less number of failures 

Failure is defined as the condition where system will not work as 

it is required. So, if these are less the customer will be satisfied. 

The customer satisfaction is the key role of success in any project 

that may belong to any field. As we know errors are always in-

versely proportional to reliability. Errors are the main Cause for 

the failures in the system. So, to maintain a reliable system there 

should be less number of failures. 

2.5. Documentation 

This is a factor of reliability because any of the project can be 

understood by the correct documentation only. If there is an am-

biguous document then that even leads to the confusion for the  

members in the team. Therefore to maintain a reliable system 

documentation is needed and that also plays a key role in devel-

opment of further projects or software’s. 

Hence, there are some more factors but these are some of the im-

portant one’s which make the system to be more reliable and com-

fortable. 

3. Different types of reliability models 

According to Amanpreet Kaur, Kailash Bahl [5] states that models 

are categorized into 4 types and they are: 

1) Time between failures model 

2) Failure count model 

3) Fault seeding model 

4) Input domain based model 

3.1. Time between failure models 

Razeef Mohd., Mohsin Nazir [6] states that this model estimates 

the time between failures. There are some assumptions for this 

model which include no faults should be introduced during correc-

tion, there should be independent time between failures, there 

should be equal probability of each failure. The models which 

come under this category are: 

1) Jelinski- Moranda’s model. 

2) Shick and wolverton’s model. 

3) Goel-Okumoto imperfect debugging model. 

4) D Littlewood-Verrall s Bayesian model. 

3.2. Failure count model 

This includes number of failures occurred in specific interval of 

time. Razeef Mohd., Mohsin Nazir[6] referred that failure counts 

are assumed to follow a known statistical random variables which 

are time dependent may be discrete or continuous failure rate 

There are some models which are included in this they are: 

1) Shooman s exponential model. 

2) Goel‘s generalized nonhomogeneous Poisson. 

3) Musa s execution time model. 

4) Musa-Okumoto’s exponential model. 

 

 

3.3. Fault seeding model 

In this model, we assume that there are expected number of fail-

ures in the model. Amanpreet Kaur, Kailash Bahl[5] states that 

this is an essential approach in this class of models is to "seed" a 

known number of issues in a program which is expected to have 

an obscure number of indigenous faults. So, we plot number of 

failures in the model and observe whether the model is able to 

recognize the errors or not. This model includes: 

1) Mill’s error seeding model 

3.4. Input domain based model 

This model is estimated in a way that there are some test cases 

which are selected randomly from well-known inputs in the pro-

gram. The model included in this is: 

Nelson’s model 

3.4.1. Jelinski- moranda’s model 

This model was the earliest model in the reliability. There are 

some assumptions for this model to be considered 

1) All faults in the program have the equal proportion to cause 

the error 

2) The hazard rate is equal to the number of remaining faults in 

the program 

3) No new errors or debugging should be introduced during 

testing in between the program 

4) In the beginning it was assumed to remove only one failure 

for one time, but later it was modified that more than one 

faults can be removed in one time. 

5) Errors may occur accidently 

The rate of failure is proportional to remaining number of defects 

 

Z (T) =Ø [N-n] where n=0, 1, 2…..                                               (1) 

 

Ø = constant failure intensity produced by each failure 

N= faults before testing done 

This belongs to the class of exponential models. As this is one of 

the early models many other researches were based on this model 

taking this as a reference. This model is applicable in the cases of 

the above assumptions only. This model explains about the de-

pendence of time taken place during testing phase. Due to more 

disadvantages and unrealistic assumptions this model is not in use 

for the present models. 

Disadvantages: 

1) This is a time consuming model. 

2) The assumptions in this model are not realistic. 

3) Many test cases cannot be solved using this model. 

4) It is not suitable for large models. 

As more faults cannot be removed it becomes a problem for every 

time testing 

3.4.2. Musa-okumoto’s exponential model 

This model was proposed by Musa and Okumoto and this was also 

one of the earliest model. This model is based on the data which is 

failed and measured in execution time. It belongs to the family of 

geometric models and its type is poison. This model assumes infi-

nite failures in the system. 

Assumptions: 

1) The software should be performed in such a way that its sat-

isfies the reliability predictions which are made. 

2) Every fault has an equal chance of occurring 

3) When faults are detected failures are said to be independent. 

4) When expected number of failures are experienced failure 

intensity will be decreased. Poisson process will be fol-

lowed by the cumulative number of failures 

 

∆ (µ) = (1/Θ) ln (λx/λy)                                                                 (2) 
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This model describes that repairing of first failure has more impact 

on program compared to other failures and also it decreases expo-

nentially. This model do not have a direct effect on the reliability. 

In this model the failure rate will be decreased rapidly in the case 

of early execution. Based on this model we can get a clear idea 

that reliability depends on both execution time and also the failure 

intensity of the system. This models produces a good value for the 

reliability by reducing the number of failures. 

3.4.3. Mills error seeding method 

Amanpreet Kaur, Kailash Bahl [5] stated that seed is the fault in 

the program.In this model we seed the errors and check whether 

our model is performing in a right way or not. The main objective 

of this model is to find residual errors and how the software 

should be released after finding the results. 

This includes two phases: 

1) Detection of the error 

2) Seeding of the error 

In the first phase, we try to detect the errors which were present in 

the model while constructing and as there were many number of 

errors it is difficult to categorize them because it based on the 

Program. The results of the first phase will be successful in most 

of the cases. Based on the first phase the second one will be done. 

Second phase includes seeding of the errors. Based on first phase 

results we seed errors in a normal distribution form. 

Residual errors can be defined as the one which are to calculated 

and that were left over in the model. There are two types of errors 

which are mainly defined as inherent errors and induced errors. 

Inherent errors are the something which are not possible to avoid 

their occurrence, where user should take care of the errors and 

should modify them in each and every aspect. Induced errors are 

the one which are made intentionally. Razeef Mohd., Mohsin Naz-

ir [6] stated that this model is used to assess software reliability by 

taking certain measures. 

 

N= (n(r-k)/k)-1                                                                               (3) 

 

n= initial errors 

r=number of errors removed during debugging 

k=errors which are unavoidable 

Disadvantages: 

1) This is a very costly method to perform reliability 

2) Cannot be applicable for very large models  

3) It is not possible to always seed correct number of faults to 

estimate reliability 

3.4.4. Goel- okumoto model 

µ (t) = m (1 − exp (-nt))                                                                 (4) 

 

m>0, n>0 

m= initially taken total defect up to the time 

n=rate where defects are detected 

In this model we can estimate the number of errors found in the 

current program or the present model. This gives us the exact val-

ues of the errors. Blessy Thankachan[7] referred that the compo-

nents of this model are: 

1) Expected number of defects. 

2) Roundness factor. 

3) Test Time data. 

4) Estimation Of model parameters. 

As in this we clearly update the initial values where the errors 

were found and also the rate where it was detected it would be the 

easy way to calculate. 

Assumptions: 

1) The failures are exponentially distributed between execution 

times 

2) The quantities which are available are constant up to some 

extent 

3) The number of faults which will be detected in regular in-

tervals are independent of each other 

This model provides the correct estimation of errors in an effective 

way. It can correlate time with the environmental factors directly. 

If the risk factor is very high testing should be done continuously 

in this model. Sometimes it may give back the same errors if risk 

factor is high. Hence by using this method reliable software can be 

obtained in an efficient way. 

Disadvantages: 

1) Very time consuming 

2) Costly method 

3) Only possible if above assumptions are true 

4) If the risk factor is high errors cannot be solved. 

Calculation: 

 
Table 1: Goel- Okumoto Model 

M n T µ(t) 

5 2 2 14.08 
15 5 2 37.7 

25 10 2 70.4 

30 15 2 98.1 

 
Table 2: Goel- Okumoto Model 

M n T µ(t) 

5 2 3 8.28 

15 5 3 27.2 

25 10 3 52.3 
30 15 3 72.29 

4. Proposed model 

The main objective of any reliability model is to predict the be-

havior of the failure in the software while it is functioning. Now 

let us consider both mills model and also Goel-Okumoto model. 

The main disadvantage is based on the errors and also they cannot 

be applied for the large models. This is the primary drawback of 

both the models. The proposed model main objective is to over-

come the disadvantage. So, in this we combine the models of 

Goel-Okumoto and Mill’s error seeding method. By this method 

we can overcome the disadvantages of the method and used to 

determine the number of errors in an effective way. Let us consid-

er the equations of Mill’s model, i.e. 

 

N= (n(r-k)/k)-1                                                                               (5) 

 

Here N indicates the total number of errors and consider Goel 

Okumoto model which also contains the term same as total num-

ber of errors but in a different notation. Let us consider them both 

as one term and can eliminate the other term. In Mill’s model we 

will get less number of errors but there the time will not be includ-

ed. So, we cannot know in how much time the errors will be re-

covered. Now let us consider Goel’s model i.e. 

 

µ (t) = m (1 − exp (-nt))                                                                 (6) 

 

In this we have time factor. So, if we combine this both the num-

ber of errors will be recovered and in the similar way time taken to 

done the process will also be known. As time plays an important  

Role if we detect less number of errors in more number of days 

which means rate of error occurrence is less. Now our model has 

both the factors that is time period and also number of errors oc-

curred is also less.  

 

N = (r − t) − 1/k (1 − exp− nt)                                                       (7) 

 

N= total number of errors found after developing the model 

T= time taken for the model to be performed 

n= rate where errors are detected 

k= errors which cannot be avoided 

r= number of errors which were removed during debugging 
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Table 3: Hybrid Model 

n r t k N 

2 10 2 5 8.04 
4 15 2 8 13.15 

6 20 2 10 18.07 

8 25 2 12 24.47 

 

In the above set we have calculated for the time period of two 

days. Now let us consider by taking time in different ways. 

 
Table 4: 

n r T k N 

2 10 3 4 3.47 

5 25 3 12 11.64 

10 36 3 19 21.78 
15 48 3 27 29.85 

 

In this model we have solved the primary drawback that is total 

number of errors found which means we are reducing the error 

rate using this model. The second disadvantage is that the both 

models are time taking. But using this method as there are less 

number of factors which can be observed and at the same time 

they can also be calculated. So, this is even used to overcome the 

other drawback. As we know time is a major component in any of 

the model its consumption should be as much less as possible. 

This model overcomes both the disadvantages in an efficient way. 

Hence here the number of errors detected are less. As we know 

reliability is a condition where the number of failures occurring 

should be less and its working should be high under certain condi-

tions. Reliability is inversely proportional to the number of errors 

which means if there are more number of errors reliability will be 

less and vice- versa. So, this model has less number of errors 

compared to the above models. Therefore, this is achieving relia-

bility. 

5. Conclusion 

By referring the above models we get a clear idea about different 

types of reliability models. Hence by implementing the above 

model we can reduce the error count as well as we are also im-

proving the reliability of the system. Reliability includes the re-

duction of failure of the system or reduction in the occurrence of 

number of errors. If we implement the reliability factors in this 

model that improves the other factors and that can be used in the 

future for some models. This covers the disadvantage of both 

models and implements the better results. Therefore this model 

improves the reliability by reducing number of errors. 
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