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Abstract 
 

Machine learning is penetrating most of the classification and recognition tasks performed by a computer. This paper proposes the classi-

fication of flower images using a powerful artificial intelligence tool, convolutional neural networks (CNN). A flower image database 

with 9500 images is considered for the experimentation. The entire database is sub categorized into 4. The CNN training is initiated in 

five batches and the testing is carried out on all the for datasets. Different CNN architectures were designed and tested with our flower 

image data to obtain better accuracy in recognition. Various pooling schemes were implemented to improve the classification rates. We 

achieved 97.78% recognition rate compared to other classifier models reported on the same dataset. 

 
Keywords: Artificial Neural Networks (ANN); Convolutional Neural Networks (CNN); Deep Learning; Flower Classification; Stochastic Pooling. 

 

1. Introduction 

Image classification is a vibrant area of research in image under-

standing and computer vision. Abundant classifiers have been 

proposed in literature for different applications. In this paper, we 

propose to use convolutional neural networks for classification on 

flower images. Flowers are a complete natural representation of 

color, texture and shape features processed under the sun. Flower 

images are captured with different variations in cameras, angles 

and lighting conditions. 

In our previous works [1] [2] [3], we have performed flower im-

age classification by segmenting the flower images successfully 

using watershed (WF), marker controlled watershed (MCWF), 

wavelets (HWF), canny (CF), canny – watershed fusion (CWFF), 

active contours with shape, color, texture priors (ACSCTF) and 

fused color – texture featured active contours (ACTFCF). In this 

work, we propose to eliminate the typical job of segmentation by 

implementing the classification task directly on raw images using 

convolutional neural networks. 

The flower image dataset from Oxford university of 102 classes is 

considered for this paper. The sample of dataset is shown in figure 

1. In addition, we have created KL University Flower Dataset 

(KLUFD) of 30 classes. The entire database is sub divided into 

four datasets based on the complexity in the images. Training is 

initiated with five different batch sizes. In Batch-I of training da-

taset 1 is used for training and the validation is carried out on four 

categories of datasets. Similarly, Batch-II, III, IV of trainings are 

done using Dataset 2, 3, 4 respectively. Finally, the Batch-V of 

training is implemented by considering all four datasets for train-

ing. Figure 1 and 2 shows the sample data base used for this work. 

The performance of the CNN algorithms is measured based on 

their accuracy in recall and recognition rates. 

2. Literature review 

In [4], a standard visual vocabulary of flower species is created as 

images in multiple variations under a single flower name as label. 

The dataset is named as Oxford University flower dataset (OUFD) 

and on the similar lines we have created a flower dataset named as 

KL University Flower Dataset (KLUFD). The OUFD consists of 

102 species of flower and KLUFD has 32 species of flowers re-

spectively. 

The first process in the flower classification problem focuses on 

image segmentation. In [5] and [6], the authors use a supervised 

model based flower textures with graph cuts to extract flower 

content. This process models textures of flower as patch models 

and the model guides the graph cuts algorithm to initiate the min-

imum cut at the texture maximum locations in the flower image. 

The authors in [7] use color clustering and shape features to per-

form region of interest (ROI) based flower image retrieval. The 

color clustering is achieved using color histogram based features. 

Shape feature set is defined based on centroid contour distance 

(CCD) and Angle Code Histogram (ACH) characterizing the 

flower contours. They have tested the algorithm on 885 flower 

images from 14 species. 

A completely unsupervised model is proposed in [8] with simple 

color based thresholding. RGB color space is converted into Lab 

color space and OTSU thresholding is performed on all three-

color spaces. The best thresholded flower image is selected which 

is close to ground truth image. The authors claim that their model 

is faster compared to [5]. 

In [9], authors use a foreground background model based on La-

placian propagation algorithm computing confidence values of the 

pixels belonging to foreground or background. The segmentation 

is tested on 578 flower species with 250000 images and 102 flow-
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er species of OUFD with stable segmentation results. The results 

in [10] are based on the contour matching algorithm of both flow-

er and leaf images. The results are not very encouraging. 

 

 
Fig. 1: Sample KL University Flower Dataset (KUFD) With Labels. 

 

The authors in [11] uses an interactive flower segmentation model 

based on color and shape features. The user must draw a bounding 

box on the location of flower and the segmentation algorithm uses 

a flower boundary tracing algorithms extracts the flower regions 

more accurately. Experiments were conducted on OUFD and re-

sults show a near accurate boundary detection on a large set of 

images. 

A large set of features such as color, texture and shapes of flowers 

is used to classify flower images in [12]. The spatial distribution 

of features is then classified with support vector machine (SVM) 

classifier. The testing is initiated on Caltech 101/256 dataset with 

single feature and multiple feature kernels and found an improve-

ment from 55.1% for single feature to 72.8% for multiple features. 

Gray level co-occurrence matrix (GLCM) and gabor texture fea-

tures are combined from a dataset 1250 flower images and classi-

fied with KNN classifier in [13]. The flower images are extracted 

from the internet flower image search. In [14], color and shape 

features are modelled as a twostep segmentation process. The 

model is immune to viewpoint changes and petal deformations 

across different flower classes. The segmentation is produced with 

Markova random fields (MRF) cost function optimization.  

Color image segmentation is used to monitor flower growth in 

nature with image processing [15]. Flower images used are Les-

querella flowers for oil production. HSI color model with Monte 

Carlo approach is used for image segmentation. In [16] rose curve 

based interactive computer visual segmentation model is used 

effectively for flower classification. Mobile applications are also 

proposed with android applications for flower classification. Mo-

bile based flower recognition with Difference Image Entropy (DIE) 

and contour features of the flower from the original flower images. 

The average recognition is 95% with an average run time 9033ms 

on mobile platforms [17].  

In [18], neural networks are employed on texture features to clas-

sify 1800 flower images on 30 varieties. A content based image 

retrieval system to characterized flower images efficiently. ANN 

with backpropagation is used as a classifier effectively to recog-

nize flower species. Many hand crafted features were extracted by 

researchers in classifying the objects using traditional methods. 

In recent research, application of deep learning in object recogni-

tion is most suitable. CNN is powerful in solving most computer 

vision based tasks [19-21], [22-23] such as object recognition [24], 

classification [25]. Classifying at faster rate on a huge dataset is a 

complicated problem without the knowledge of expert using deep 

hidden layers CNN extracts image information and avoids the 

process of complex feature extraction. 

 

 
Fig. 2: Sample Oxford University Flower Dataset (OUFD) Flower Images 

with Class Labels. 

 

Andrew Ng., et al. have performed fundamental research on CNNs 

to achieve improved performance of CNN algorithms and struc-

tural optimization [26-29]. Yann LeCun et al. in [30], highlighted 

that deep CNN is a breakthrough in image, video, audio and 

speech processing. So far, no extensive research has done which 

explores deep CNN for flower classification. The aim of this paper 

is to bring out the CNN performance in classifying the flower 

categories effectively.  

Deep CNN is suitable for giving solutions to complex problems 

with huge quantity of data [31]. For example, the classification 

accuracy is improved in ImageNet dataset [32] which has 1.2 mil-

lion images almost covering 1000 categories. In such cases we 

need to consider how to take advantage of CNN. With convolu-

tional neural networks, we need to consider how to design and 

train a network that adapts to various objects. The major problem 

to be solved is with the quality and sizes of the images. The unbal-

anced amounts of low and high quality images in the dataset leads 

to the unbalanced classification.  

The motivation for implementing the deep CNN model for flower 

classification is that, the feature learning in CNNs is a highly au-

tomated from the input images, avoids the complexity in extract-

ing the various features for traditional classifiers. Through the 

deep architecture, the learned features are deemed as the higher 

level abstract representation of low level flower images. Hence, 

we develop the deep CNN model for flower image classification 

in this paper. 

In this paper, a novel CNN based flower classification is proposed 

to achieve higher recognition rates. Different CNN architectures 

are implemented, tested on our flower data to bring out the best 
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architecture for classification. Three different pooling techniques 

namely mean pooling, max pooling and stochastic pooling are 

implemented and found stochastic pooling is the best for our case. 

To prove the capability of CNN in recognition, the results are 

compared with the other traditional state of the art techniques 

Adaboost, ANN and Deep ANN. 

The rest of the paper is as follows: In section 3, the proposed ar-

chitecture of CNN is described. Section 4 discuss the results ob-

tained in different cases. Finally, section 5 concludes the outcomes 

of this paper. 

3. System architecture 

We designed our multi stage CNN model by acquiring knowledge 

from [33], [34]. The model is constructed with input layer, four 

convolutional layers, five rectified linear units (ReLu), two sto-

chastic pooling layers, one dense and one SoftMax output layer. 

Figure 3 shows the proposed system architecture. 

 

 

 
Fig. 3: Proposed Deep CNN Architecture. 

 

The proposed CNN architecture uses four convolutional layers 

with different window sizes followed by an activation function, 

and a rectified linear unit for non-linearities. The convolutional 

windows are of size 16 16,  9 9,  5 5    and 5 5  from layer 1 to 4 

respectively. Three kinds of pooling strategies were tested via 

mean pooling, max pooling, stochastic pooling and found that 

stochastic pooling is suitable for our application. The feature rep-

resentation is done by considering two layers of stochastic pooling. 

Only two layers of pooling is initiated to avoid a substantial in-

formation loss in feature representation. Classification stage is 

implemented with dense/fully connected layers followed by an 

activation functions. Softmax regression is adopted in classifica-

tion. 

The flower images of size 640 480  are taken as input to the sys-

tem. As a first step the flower images are pre-processed by resiz-

ing them to 128 128 3  . Resizing of an input will increase the 

computational capability of the high-performance computing 

(HPC) on which the program is being implemented. The HPC 

used for training the CNN is a 6-node combined CPU-GPU pro-

cessing machine. 

Let us assume an input image of size w hI R  . The convolutional 

kernel with size K  is considered for convolution with a stride of 

and padding for filling the input video frame boundary. The size 

of the output of convolution layer is given by 
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The architecture of our CNN model consists four convolutional 

layers. While the first two layers extract the low level features 

(like lines, corners and edges) and the last two layers learn high 

level features. The detailed layer information and their output 

sizes with parameters are tabulated in table 1. 

The output of a convolutional layer is generally denoted with the 

following standard equation as: 
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Where n  represents the thn layer, 
ij

k  is the convolutional kernel, 

j
  represents bias and the input maps are represented by 

j
c  . 

The CNN uses a tanh activation function with an additive bias 

formulated as 
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ni
 represents feature map bias which are un supervisory trained, 

i
w  , 

j
h are the kernel width and height respectively. wh

ij
W is the 

weight of the kernel at position ( , )w h . Over a region the max 

value of a feature is obtained using pooling technique, which re-

duces the data variance. We implemented our architecture with 

stochastic pooling technique by calculating the probability values 

for each region. For every feature map c , the probability is given 

by  
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Where ,

,

n k

w h
  is the neuron activation function at a point ( , )w h in 

spatial coordinates, and ( , )u i j  is the weighing function of win-

dow. When compared to other pooling techniques, stochastic pool-

ing makes CNN to converge at faster rate and improves the ability 

of generalization in processing invariant features. 

 
Table 1: Layer Information and Parameters of CNN 

Layer (type) Function Output Shape 

input  3 640 480   

conv_1  Convolution 32 128 128   

activation_1  Activation 32 128 128   

conv_2  Convolution 32 120 120   

activation_2  Activation 32 120 120   

stoch_pooling_1  Stochastic Pooling 32 60 60   

dropout_1  Dropout 32 60 60   

conv_3  Convolution 64 56 56   

activation_3  Activation 64 56 56   
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conv_4 Convolution 64 52 52   

activation_4  Activation 64 52 52   

stoch_pooling_2 Stochastic Pooling 64 26 26   

dropout_2  Dropout 64 26 26   

flatten_1  Flatten 43264 1 1   

dense_1  Fully connected 64 1 1   

activation_5  Activation 64 1 1   

dropout_3 Drop out 64 1 1   

dense_2 Fully connected 21 1 1   

activation_6 Activation 21 1 1   

Output  SoftMax Regression 21 1 1   

 

This flower classification task is a multi-class classification prob-

lem. Hence, a SoftMax regression layer given by a hypothesis 

function  h x


 is being used as 
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  must be trained in a way that the cost function  J   is to be 

minimized. 
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The classification probability in SoftMax regression layer for clas-

sifying an input x as a category  is given as  
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The network is trained to learn the features of each sign by means 

of a supervised learning. The internal feature representation re-

flects the likeness among training samples. We outline 102 flower 

classes from Oxford University flower dataset (OUFD) and 30 

flower classes from our KL University Flower Dataset (KLUFD) 

in multiple variations. The size of the total dataset is 9500 flower 

images of 132 classes. All together to know the feature representa-

tion learned by the CNN system, the maximized activation neuron 

is extracted to recognize the sign accurately. Finally, the feature 

maps were visualized by averaging the image patches with sto-

chastic response in higher layers. 

4. Results and discussion 

The main goal of this work is to correctly classify the flower im-

age from the OUFD and KLUFD flower dataset. The proposed 

model of CNN is applied to the flower database for classification. 

The database consists both OUFD (available online) and KLUFD 

(created by us) in various orientations. The orientations are due to 

variations in capture modes. The entire dataset with 132 classes is 

again divided into 4 sets based on the capturing angle and lighting 

conditions. Dataset 1 consists single flower in an image with good 

lighting condition and dataset 2 is having single flower images 

with poor lighting condition. Flower along with leaves are classi-

fied as dataset 3 and images having multiple same flowers are 

separated as dataset 4. Dataset 3 and 4 contains complex images. 

Every set from these four datasets contains 132 classes of flower 

images. Each flower image from each class in the data set is pre-

processed by reducing its dimensions to 128 128  which will im-

prove the computational speed of CNN. 

4.1. CNN training and testing with different dataset in 

various batches EXT font of entire document 

Training of our proposed CNN model is done in four different 

batches. In Batch-I of training dataset 1 is used. The images are 

pre-processed and training is initiated using our proposed CNN 

architecture. The CNN algorithm is implemented on Python 3.6 

platform using a high-performance computing (HPC) machine 

with 6 CPU-GPU combination. 

The CNN is trained using a gradient-descent algorithm at two 

stages. Stage one handles the multi class classification problem 

with feedforward pass having training samples from classes. Stage 

two is the back-propagation pass. The error function is computed 

as 
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Where m

k
l  is the label of thm pattern of thk  dimension and m

k
v  is 

the corresponding value of the layer unit. The output of the convo-

lutional layer is the tanh activation function of this value. The 

back-propagation pass is from higher to lower layers and the error 

in thn  layer is n

e
  calculated as 

 

   1 1 ' 1
T

n n n n n n

e e
w f w y                                                         (9) 

 

The weight in thn  layer is updated according to n

n
w

w





  


. 

During the training different feature maps were observed at differ-

ent layers. Figure 4 visualizes the feature maps of one flower im-

age obtained in convolutional layer 1 and convolutional layer 2 

with 32 filters. 

Low level features like lines, edges and corners are learned from 

Convolutional layer 1 and 2. High level features learned from 

Convolutional layer 3 and 4 are visualized in figure 5. A stochastic 

pooling which combines the advantages of both mean and max 

pooling techniques is implemented. It also overcomes the problem 

of over fitting. Increasing the number of pooling layers will in-

crease substantial information loss. Hence, the stochastic pooling 

is implemented in only two layer which is achieved by calculating 

the probability values of each region. 

 
(A) 

 
 

(B) 

 
Fig. 4: Feature Maps (A) Outputs of Convolutional Layer1 (B) Outputs of 
Convolutional Layer2 with 32 Filters Each. 
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(A) 

 
 

(B) 

 
Fig. 5: Feature Maps (A) Outputs of Convolutional Layer3 (B) Outputs of 

Convolutional Layer4 with 64 Filters Each. 

 

In Batch-I we have used data set 1 for training and testing was 

carried out on all 4 datasets. In all the cases an acceptable good 

recognition rates were obtained and are tabulated in table 2. 

 
Table 2: Recognition Rates in Batch-I CNN Training Case. 

Training 

Batch 

No. of train-

ing data sets 

Training 

datasets 

Testing 

data sets 

Recognition 

rates (%) 

Batch-I 1 Dataset-1 
Dataset-1 98.34 
Dataset-2 85.06 

   Dataset-3 84.12 

   Dataset-4 80.82 

 

In Batch-II of training dataset 2 is used. Testing is initiated on all 

4 datasets and the classifications rates are tabulated in table 3. As 

the training data for this case is poor lighting conditioned images, 

the classification rates are found to be not good. 

 
Table 3: Recognition Rates in Batch-II CNN Training Case. 

Training 

Batch 

No. of train-

ing data sets 

Training 

datasets 

Testing 

data sets 

Recognition 

rates (%) 

Batch-II 1 Dataset-2 
Dataset-1 86.19 

Dataset-2 88.12 

   Dataset-3 83.96 
   Dataset-4 84.65 

 

We have also tested the classification rates in batch-III training of 

CNN with dataset-3. In this case the flower images are complex 

due to the leaves. The testing is done and found moderate classifi-

cation rates as shown in table 4. Further we initiated the batch-IV 

training with dataset 4 and tested against the all four datasets. 

Reliable recognition rates were achieved and are tabulated in table 

5. 

 

 

 

 

 

 

Table 4: Recognition Rates in Batch-III CNN Training Case. 

Training 

Batch 

No. of train-

ing data sets 

Training 

datasets 

Testing 

data sets 

Recognition 

rates (%) 

Batch-III 1 Dataset-3 
Dataset-1 91.15 

Dataset-2 89.03 

   Dataset-3 94.56 
   Dataset-4 92.54 

 
Table 5: Recognition Rates in Batch-IV CNN Training Case. 

Training 

Batch 

No. of train-

ing data sets 

Training 

datasets 

Testing 

data sets 

Recognition 

rates (%) 

Batch-IV 1 Dataset-4 
Dataset-1 90.29 
Dataset-2 89.23 

   Dataset-3 91.22 

   Dataset-4 95.89 

 

Now, all the four datasets are used for training in Batch-V. The 

classification rates obtained in this case are impressive. Table 6 

shows the classification rates on different testing datasets. 

 
Table 6: Recognition Rates in Batch-II CNN Training Case. 

Training 

Batch 

No. of train-

ing data sets 

Training 

datasets 

Testing 

data sets 

Recognition 

rates (%) 

Batch-V 4 
Dataset-1 

+ 
Dataset-2 

+ 

Dataset-3 
+ 

Dataset-4 

Dataset-1 97.12 

Dataset-2 96.89 
  Dataset-3 97.45 

  Dataset-4 96.85 

 

Here, by increasing the number of data sets for training it is ob-

served that a good amount of recognition is achieved compared to 

Batch-I training. It is also observed that the accuracy in recalling 

the flower is substantially increased as the number of training data 

sets increased. However, the training time increased by 70% than 

the Batch-I training process. 

Figure 6 shows the training accuracy versus validation accuracy 

plot for Batch-V training set. It shows that the validation accuracy 

is good with less amount of over fitting. 

 

 
Fig. 6: Training Accuracy and Validation Accuracy. 

 

 
Fig. 7: Training Loss and Validation Loss. 
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The figure 7, plots losses during training of Batch-II and there is 

small difference in training and validation losses with an overall 

less than normal loss coefficient. An average confusion matrix is 

generated based on the recognition rates and number of matches 

for training Batch-V is shown in figure 8. For better visualization, 

it is shown for only 25 flower image classes. However, we sacri-

fice training computation time for recognition. Time of real time 

recognition is 0.4 sec per frame and it quite fast compared to algo-

rithms like SVM and Fuzzy classifiers. 

 

All convolutional layers are implemented with different filter win-

dows of sizes 32 32,  16 16,  9 9    and 5 5 . Reducing the filter 

size improves the recognition rates but increases the computation-

al time due to the increase in number of filters. So, we used con-

volutional windows of sizes 16 16,  9 9,  5 5    and 5 5 for conv1, 

conv2, conv3 and conv4 layers respectively. Table 7 compares the 

performance of choosing different filtering window sizes. 

 

 

 
Fig. 8: Confusion Matrices Generated for 25 Flower Classes. 

 

A stochastic pooling adoption attained an average recognition rate 

of 96.88%. Implementing max pooling and mean pooling produc-

es a recognition rate of 93.33% and 90.84% respectively.  

To further know the robustness and efficiency of flower image 

classification with the proposed CNN, it is compared with other 

classifiers. For faster recognition, we used Adaboost classifier [40] 

and ended with a very low classification rates. Further, we re-

placed Adaboost with a traditional artificial neural network (ANN) 

[35] [36] [37] [38] for flower image classification and found better 

recognition rates. 

 
Table 7: Performance Comparison of CNN with Different Convolutional 

Filter Sizes 

 Layers 
Recogni-

tion Rate 
(%) 

Train-
ing 

Times 

(Hrs) 

 
Conv
1 

Conv
2 

Conv
3 

Conv
4 

Convolu-

tional filter 
window 

size 

16 16

  
9 9  5 5  5 5  96.88 207 

5 5  5 5  5 5  5 5  97.54 296 

9 9  9 9  9 9  9 9  94.73 205 

16 16

 

16 16

 

16 16

 

16 16

 
92.15 168 

32 32

 

32 32

 

32 32

 

32 32

 
90.86 142 

 

 

Table 8: Recognition Rates with Different Classifiers 

Classifier Recognition Rates (%) 

 Batch-I Training 
Batch-IV Train-

ing 
Batch-V Training 

 Testing with  Testing with  Testing with  

 

same 

da-

taset 

differ-

ent 

dataset 

same 

da-

taset 

differ-

ent 

dataset 

same 

da-

taset 

differ-

ent 

dataset 

Adaboost  65.68 60.36 66.47 61.19 67.81 62.91 

ANN  79.77 69.68 78.54 71.8 82.45 78.63 
DeepAN

N  
87.98 78.89 88.75 81.01 89.74 85.84 

Proposed 
CNN 

95.12 89.03 95.89 90.15 97.78 93.98 

 

The recognition accuracy is further improved by replacing ANN 

with deep ANN [39] and reported an increase in recognition rate 

by 5%. A much better improvement of 4% in the recognition accu-

racy and an upward 15% in testing speed were observed in this 

work with convolutional neural networks. Even though CNN takes 

more time for training, the testing takes a comparatively far lesser 

computation times. Classification rates obtained with different 

classifiers is compared in table 8. Hence, CNN’s are a suitable 

tool for simulating flower classification. Testing is done on a 64 

bit CPU with a 4GB ram memory in python 3.6 with OpenCV and 

Keras Deep learning libraries.  
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5. Conclusion 

CNN is a powerful artificial intelligence tool in pattern classifica-

tion. In this paper, we proposed a CNN architecture for classifying 

flower image classes. The CNN architecture is designed with four 

convolutional layers. Each convolutional layer with different fil-

tering window sizes is considered which improves the speed and 

accuracy in recognition. A stochastic pooling technique is imple-

mented which combines the advantages of both max and mean 

pooling techniques. Training is performed in different batches to 

know the robustness of enormous training modes required for 

CNN’s. In Batch-V of training, the training is performed with four 

sets of data and maximizing the classification rate. Training accu-

racy and validation accuracies for this CNN architecture are better 

than the other models. A less amount of training and validation 

loss is observed with the proposed CNN architecture. The average 

recognition rate of proposed CNN model is 97.78 % and is higher 

compared with the other state of the art classifiers.  
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