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Abstract 
 

Performing scheduling of tasks with low energy consumption with high performance is one of the major concerns in distributed compu-

ting. Most of the existing systems have achieved improved energy efficiency but compromised with QoS metrics such as makespan and 

resource utilization. A resource scheduling strategy for wireless clusters is proposed by making careful considerations on decisions that 

would im-prove the battery life of nodes. The proposed strategy also incorporates monitoring system with in the clusters for optimizing 

the system performance as well as energy consumption. The system ensures “Any case zero loss" performance wherein each cluster will 

be monitored by at least one cluster monitor. This is implemented by using predictive calculation at each cluster monitor to communicate 

only if absolutely essential, during assigning jobs to resources, selecting optimal resources by assigning the jobs to the most power effi-

cient resource among the available idle resources within the cluster. The experimental result ensures improved system performance with 

low power consumption in homogeneous computing environment. The resource sharing strategy is experimentally analyzed, considering 

the important performance metrics such as starvation deadline, turnaround time, miss hit count through simulations. Significant results 

were observed with improved efficiency. 

 
Keywords: Cluster Monitor; Energy Efficiency; Monitoring Based Resource Scheduling; Node States; Small Size Clusters. 

 

1. Introduction 

The increase in demand for high performance computing has di-

rectly resulted with increase in power consumption [1]. Power 

consumption in distributed computing is the biggest concern now-

adays. Tianhe-2, the world fastest super computer, on an aggregate, 

consumes 24 megawatts including external cooling [2]. The use of 

high performance distributed system is better than using single 

high processor system. The attainable of using heterogeneous 

device as a collaborative computing resource is a step towards 

ubiquitous computing. Several local nodes are connected together 

to form a global cluster environment of resource sharing systems. 

If power consumption is minimized completely in each node [3] 

then maximum power efficiency can be achieved in cluster envi-

ronments [4]. The major challenge is that the processors may take 

different time for processing different jobs and the system pro-

cessing capacity may change over time. For example, if a resource 

‘A’ takes 10 seconds for processing a job, then the same resource 

may take 15 seconds for processing the same job after some time.  

Many scheduling algorithms [5] have been developed with maxi-

mum efficiency but declines in terms of power efficiency and 

involve high cost [6] [7]. Results from several scheduling algo-

rithms and experiments carried out till date are highly optimistic 

and should be extended and carried on further until the vision of 

green computing is achieve. 

The work proposes energy efficient resource strategy by introduc-

ing monitoring system which reduces node to node communica-

tion [8] by estimating different state of a node in the homogeneous 

computing environment.  The cluster model with the monitoring 

systems is depicted in Fig. 1. 

 

 
Fig. 1: A Logical Cluster Scheduling Architecture. C=Cluster, 

Cm=Cluster Monitor, Mn=Master Node, U=User. 

 

The cluster monitor region view shown in Fig. 2 holds four states 

namely supra-positive, positive sleep, negative awake and neutral. 

The scheduling is performed based on resource states as men-

tioned above. The states of neighboring nodes are maintained in 

the local cache of each cluster monitor and hence pave way for an 

efficient scheduling of jobs with improved performance which is 

introduced in the introductory section. 

The rest of paper is organized as follows: an in-depth literature 

survey on various scheduling strategies and energy efficiency 

algorithms are carried out in section 2. The proposed methodology 

in section 3 elucidates the monitor based resource scheduling al-

gorithm. Section 4 deals with various experimental analyses con-

sidering various performance metrics that are used to evaluate the 

algorithm. Section 5 deals with the conclusion and the future work. 
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2. Literature survey 

During the course of literature survey, it was found that several 

approaches for job scheduling algorithms has been implemented 

with the objective of optimizing cost, time and energy efficiency 

[9] [10] [11]. Several scheduling algorithms and experiments are 

still being carried out till date and they are highly optimistic and 

can be improved further by enhancing its performance. Hence, 

few of the advanced scheduling algorithm and energy efficiency 

algorithms have been discussed. 

2.1. Review on scheduling 

Ku Ruhana, Ku-Mahamud and Husna Jamal Abdul Nasir (2010) 

proposed an ant colony algorithm [12] where importance was 

given to reduce stagnation on resources. This system helps to rec-

ord the status of resources in a matrix and provides quick updating 

of information in the table.  

The system addresses scheduling with limited QoS. Dynamic 

scheduling can be included considering user QoS. The system uses 

optimal resources first for executing the jobs which may some-

times lead to high stagnation. 

Syed Nasir Mehmood Shah, Ahmad Kamil Bin Mahmood, Alan 

Oxley (2011) implemented two Dynamic Multilevel Hybrid 

Scheduling algorithm namely MH and MDQ [13] based on fix 

time and dynamic time quantum in which the resources are main-

tained in queue in the decreasing order of CPU burst time. The 

resources are arranged only by considering CPU burst time. 

The algorithm can be extended further using other factors that may 

reduce the total cost and improve the performance of the system. 

The system may not be cost effective while considering for more 

number of jobs. 

Jian Xiao, Yu Zhang, Shuwei Chen and Huashan Yu (2012)  in-

troduced Application-Level Scheduling with Task Bun-

dling(ALSTB) Approach  [14] . The algorithm is divided into two 

levels, firstly application-resource pairing and job selection and 

secondly perform task selection from previously selected job and 

allocates the package to the selected resource.  

The system does not select optimal resources. The performance of 

the system degrades with multi users and multiple task execution. 

Dynamic rescheduling can be included for better results. The sys-

tem doesn’t consider any issues about the IO contention. 

Yu Zhang, Shuwei Chen, Ziqian Hu (2013) proposed a new 

scheduling algorithm Extended Application-Level Scheduling 

with Task Bundling Approach [15] which had overcome all the 

limitations of ALSTB algorithm, introduced some optimization 

for IO contention. This system has also reduced the overall com-

munication. Shows better overall performance with increased 

resource utilization.  

The system can be extended further by making network and work-

load fluctuation as dynamic. 

Maria A. Rodriguez and Rajkumar Buyya (2014) proposed a Par-

ticle Swarm Optimization [16], a scheduling strategy for scientific 

workflows based on meta heuristics optimization technique. The 

algorithm reduces the overall workflow execution cost while 

meeting deadlines constraints.  

The algorithm can be further extended by arranging the resources 

in the order of cost and other factors such that optimal resources 

can be used first and also with different optimization algorithm 

strategies for improving its efficiency. 

B. Kalaiselvi and M. Thangamani  (2016) introduced a model [17] 

for effective performance of job scheduling in grid computing 

where failure rate, resource’s CPU speed and baud rate are con-

sidered and the jobs were successfully scheduled to the resources. 

This increases the performance of scheduling. This algorithm 

makes use of both static and dynamic load balancing policies to 

select effective sites and also implements simple computations. 

The model can be extended by considering more factors which 

may increase the overall performance. 

2.2. Review on energy efficiency 

Saurabh Kumar Garg and Rajkumar Buyya  (2009) implemented 

Heterogeneity Aware Meta-scheduling Algorithm (HAMA) [18] 

that considers crucial information of global grid resource sites, 

such as cooling system efficiency (COP) and CPU power efficien-

cy. Results show that HAMA can reduce up to 23% energy con-

sumption. This algorithm with other scheduling strategy can give 

better results in terms of power consumption. 

Lesandro Ponciano  and Francisco Brasileiro (2010) introduced a 

strategy for opportunistic grids [19] which focused on two 

schemes, sleeping and wake-up strategies. This method has result-

ed in achieving better results on energy efficiency.  

This model has not made improvisation on performance while 

considering multiple peers. The work has been an importance 

foundation for obtaining a better power efficiency in which task 

scheduling strategy can be improved. 

Wei Liu, Hongfeng Li, Wei Du and Feiyan Shi (2011) proposed a 

novel scheduling algorithm Energy-Aware Task Clustering 

Scheduling (EETCS) algorithm [20], designed and implemented 

on clustering based and duplication based algorithms. The cluster-

ing scheduling is used to minimize the scheduling length and du-

plication based is used to improve energy efficiency.  

A better heuristic approach can be introduced considering the user 

QoS and user deadline for increasing the overall performance so 

as to achieve energy efficiency. 

Joanna Kołodziej, Samee Ullah Khan, Lizhe Wang and Albert Y. 

Zomaya (2012) addressed on independent batch scheduling in 

computational grid with an objective of global minimization of 

makespan and energy efficiency. Three GA [21] based algorithms 

for energy aware grid schedulers were developed. A better optimi-

zation of the makespan had resulted for the improvement of the 

load balancing of resources. 

The scope is to improve the flow time considering the user QoS 

factors into account. Multilevel Hybrid scheduling can also be 

adapted for better performance. 

Sergio Nesmachnow, Bernabe Dorronsoro, Johnatan E. Pecero 

and Pascal Bouvry (2013) implemented a mathematical model 

[22] for energy consumption in the multicore HC grid systems. 

The model had resulted in fast scheduling. A two level model has 

been introduced in which a very short execution time has been 

achieved even for largest problem instances.  

The system can be extended by including powerful optimization 

for improving further assignment. The algorithm can also be im-

proved in terms of search capabilities, move and swapping of 

tasks. 

Nidhi Jain, Inderveer Chana (2014) implemented an Energy Effi-

cient and High Performance  (EEHP) scheduling algorithm [23] 

reduced the power consumption without degrading the system 

performance. Only the resources which are proved as energy and 

performance efficient by joule sort benchmark have been used and 

tasks are prioritized by their complexity. A special focus was giv-

en to power efficiency without affecting the performance.  

The system can also be improved by including other power effi-

ciency factors to improve the overall system performance. 

From the extensive review of literature, it has been quite clearly 

indicated that high performance computing is potentially game 

changing with respect to the endless possibilities they present. The 

main problem identified from scheduling algorithm is that effec-

tive scheduling has resulted in more usage of power and energy 

efficient scheduling algorithm lacks in effective utilization of re-

sources. The energy efficient algorithms can be further extended 

with optimal scheduling.  

The proposed system is designed to optimize both the power con-

sumption of resources and better utilization of resources through 

monitoring based scheduling strategy which ensures ‘Any case 

zero loss’ performance by introducing cluster monitors which is 

explained in the following section. 
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3. Monitoring based resource scheduling 

strategy 

Cluster monitor are selected randomly by master node and assigns 

the further responsibilities of scheduling. For every ten nodes in 

cluster there should be at least one cluster monitor assigned. The 

objective is that each and every node is monitored by at least one 

cluster monitor. The cluster monitor will record state of all neigh-

boring system. The cluster monitor will further assign the jobs to 

nodes depending on state which is listed in Table 2. 

 

 
Fig. 2: Cluster Monitor Region View. Mn=Master Node, Cn=Compute 

Nodes, M=Cluster Monitor, A=Negative Awake, B=Neutral, C=Positive 
Sleep, D=Supra Positive Sleep. 

 

The further scheduling of jobs by cluster monitor and how the 

cluster monitor interacts with its neighboring nodes is clearly de-

picted in the Fig. 2. 

The number of cluster monitors in the cluster M is given by: 

 

M=N/10                                                                                        (1) 

 

where ‘N’ represents total number of nodes in cluster environment 

excluding master node. 

 
Table 1: Cluster Monitor Table 

Id State Resource Capacity Idle time 

2 Supra positive Sleep 104mips, 300 mb Highest 

4 Positive sleep 2Gflops, 700 mb Medium 

7 Negative awake 107 mips, 1600 mb Very low 

 

The selection of neighbor nodes by cluster monitor 

 

Rand {({s1}, {s2}, {s3}. {sN}) | x = rand (1…..10)}                     (2) 

 

Where rand () is random selection function with theoretical equal 

probability selection and S represents the nodes available in a 

cluster. 

The nodes have processors, hardware, memory, storage space that 

can be used to performed tasks. The percentage of idle resources is 

high and the objective is to use the resources which are idle from 

long time and having good resource capacity. The state of the 

node [24] is assigned as: 

• Supra positive sleep: Resource capacity of a node is much 

greater than the positive value and resources are given prior-

ity based on longest interval idle time. 

• Positive sleep: Resource capacity of a node is greater than 

the positive value and here the resources idle time lies in 

medium range 

• Negative awake: Resource capacity of a node is lesser than 

the than the negative value 

• Neutral awake: nodes outside the region of a cluster monitor. 

The proposed algorithm works as follows. Dynamic priority queue 

is marinated at each cluster monitor. Nodes are prioritized as 

manner supra-positive sleep>positive sleep>negative awake. This 

design choice is majorly used to reduce the battery drain in nodes 

due to frequent network interaction. The execution time (ET) of 

simulation is given by, 

 

ET= stop – start                                                                            (3) 

 

where ‘stop’ represents the total time taken for simulation and 

‘start’ is the time when the simulation starts its execution. 

The hit count and miss count performance metric is given by: 

 

Hit count=SE/N                                                                            (4) 

 

where ‘SE’ represents total numbers of job successfully executed. 

 

Miss count=UE/N                                                                         (5) 

 

where ‘UE’ represents total number of jobs executed unsuccess-

fully.  

Job scheduling is done in two levels the head cluster node assigns 

jobs to cluster monitor ,then, the cluster monitor are responsible 

for further delegation of job to its neighboring nodes depending on 

its priority list, which in turn is decided by state  and ideal time of 

the node. The objective of cluster monitor is that to maintain state 

information of their neighboring node. The algorithm for monitor-

ing based resource scheduling is given below: 

 

Input: Neighbor node state 

Output: Job assignment and status update 

Priority_queue<status>q; 

While (all neighbour) 

Quash (status) 

While (z:incoming jobs) 

Status a = q.pop() 

a.assign(z) 

Update state (a) 

q.push (a); 

For all neighbours in q 

Check (long idle interval time) 

Increment node_status priority 

 

The states are not always constant. It changes according to job 

assigned, time it takes for execution of jobs and processing capaci-

ty of job. Thus priority of nodes changes by above factor and also 

by idle interval time of node, by this all resources are utilized 

efficiently that make up the wireless cluster. The cluster monitor 

will keep the track of long ideal interval with respect to each sys-

tem and assign jobs accordingly. 

4. Simulation results 

Initially to evaluate the performance of the algorithmic strategy, 

few performance metric were considered and been identified as 

been effectiveness for the proposed work.  

The simulation was tested by providing an input of 200 jobs and 

500 jobs with varying number of resources. The main objective of 

simulation is to compare the execution time, miss/hit ratio, energy 

consumption by considering “with cluster monitoring” and “with-

out cluster monitoring” in the cluster computing environment.  

The benefits of using cluster monitoring environment are: 

Maximum starvation deadline: The maximum starvation deadline 

for varying number of resources in a cluster during simulation is 

shown in Fig. 3 and Fig. 4. 
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Fig. 3: Maximum Starvation Deadline-1. 

 

 
Fig. 4: Maximum Starvation Deadline-2. 

 

The resources “without cluster monitoring” in the computing envi-

ronment is found to be idle for long time without any job assigned 

to it. 

The simulation results with 200 jobs and 500 jobs are shown in 

Fig. 5 and Fig. 6 respectively.  

 

 
Fig. 5: Execution Time for 200 Jobs. 

 

 

Fig. 6: Execution Time for 500 Jobs 

 

The overall simulation execution time is less for the system “with 

cluster monitor” when compared to “without cluster monitoring” 

environment. 

Miss/hit ratio: The number of jobs successfully executed to the 

total number of jobs is defined has hit. The number of jobs unsuc-

cessfully executed to the total number of jobs in cluster is defined 

has miss. The result of simulation is shown in Fig. 7 and Fig. 8. 

 

 

Fig. 7: Hit/Miss Count for 200 Jobs. 

 

 
Fig. 8: Hit/Miss Count for 500 Jobs. 

 

The simulation of “with cluster monitor” environment has maxim-

ize the hit count and reduces the job failure. 

Energy consumption: The energy consumed in the overall simula-

tion is shown in Fig. 9 and Fig. 10.  

 

 
Fig. 9: Energy Consumption for 200 Jobs. 
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Fig. 10:  Energy Consumption for 500 Jobs. 

 

The energy consumption is minimised upto 37% when cluster 

monitors were incorporated in the computing environment. 

5. Conclusion 

An algorithmic approach to schedule resources in cluster envi-

ronment is been proposed with a key focus to reduce the energy 

consumption of nodes, with an assumption of different node states. 

The overall reduction in the communication process incorporated 

with "Any case zero loss” performance of the entire cluster node 

makes the work more significant. The proposed monitoring based 

scheduling algorithm makes better scheduling decisions thus im-

proving the efficiency and overall performance of the system in 

terms of better scheduling and energy efficiency while compared 

with recent other existing scheduling strategies. 

The scope is to include few additional performance metrics such 

has average CPU utilization and other QoS factors to further en-

hance its performance. 
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