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Abstract 
 

The growth of the data is enormous in the current scenario of the developing information technology and performing the data 

classification is complex both in time and information extraction. Moreover, there are uncertainties in performing the big data 

classification that are associated with the unbalanced datasets. In order to overcome the issues, a novel method of big data classification is 

introduced in this paper. The novel method, Log Decision Tree and Map Reduce Framework (LDT-MRF) uses the Log Decision Tree 

(LDT) and the Map Reduce Framework (MRF) for performing the parallel data classification. The novel parameter termed as Log-

entropy is used to select the best feature attribute for data classification. The data classification is performed using the LDT that enables 

the efficient data classification. Experimentation is carried out using three datasets, namely the Cleveland dataset, Switzerland dataset, 

and the Breast Cancer dataset. The comparative analysis is carried out using the performance metrics, such as sensitivity, specificity, and 

accuracy to prove the effectiveness of the proposed method. The sensitivity, specificity, and accuracy of the proposed method is 

84.7596%, 74.633%, and 80.9088% respectively, which is greater when compared with the existing methods of big data classification.  
 

Keywords: Big data classification, Map Reduce, Log-entropy, Log Decision Tree, Accuracy. 
 

 

1. Introduction 
 

The impact of the developing information technologies have 

contribute towards a tremendous growth of the data that is stored, 

processed, produced, shared, analyzed, and visualized. In 2012, 

IBM [10] took a survey and reported the amount of data created as 

1.5 quintillion bytes in a day and in particular, 90% of the data was 

created in the past two years [1]. Huge datasets are composed 

together into a single term named as the big data and they hold 

4”V” defined by volume, variety, velocity, and value (e.g. medical 

images, electronic medical records (EMR), biometrics data, etc.) 

[2]. Big data is a collection of the datasets whose size and 

complexity is the major challenges of the standard database 

management systems and causes a huge challenge to the 

knowledge extraction techniques. The data is collected from a 

number of sources, such as the sensors, digital pictures and videos, 

purchase transactions, social media posts, health care, everywhere 

[12]. The usage of the Electronic Health Records (EHRs) in the 

healthcare units initiates the analysis of the healthcare data in 

order to take necessary actions for improving the health of the 

patients in an efficient way. Moreover, the exploration of the 

health care or the medical data is the challenging task due to their 

heterogeneity, incompleteness, unbalanced, and high dimension in 

nature. 

The medical data contains the recordings of the patients, which is 

more often heterogeneous data with the various types of the values 

comprising of the real and the integer values of various ranges, 

image, and text types. In most of the instances, the medical data is 

not collected for a purpose but the data is the finalized collection 

of the data from the health care system. The diagnostic tests, data 

components, and the other related tests are not performed unless 

they are strictly essential since the tests are very dangerous and 

cost effective. The main criterion is that the classes of the patients 

who have diseases are less when compared with those who do not 

have the disease, which makes data incomplete and unbalanced. 

Moreover, the analysis and the knowledge extraction of the data 

encourage the fact that when more data is available, the 

information derived from the data is very precise. Thus, it is not 

possible for the standard algorithms to handle the huge datasets 

[13] that poses the need to model and adapt the classification 

algorithms that considers the solutions used in big data. This 

ensures the proper predicting capacity [1] and hence, the demand 

for the advanced data driven and machine learning techniques are 

increasing day-by-day [4]. 

On contrary, the techniques that deal the big data require the fast, 

scalable, and parallel implementations, which are satisfied by the 

Map-Reduce procedure [14]. Map Reduce procedure divides the 

original dataset and forms the subset that ensures easy handling 

and finally, all the partial solutions are combined. There are two 

computational steps in the Map Reduce programming, namely 

Map and Reduce. Among the two steps, initially, in the map phase, 

the input data set is subdivided into number of independent 

problems using the master nodes and then, distributed to the 

worker independent nodes.  

The worker nodes work parallel and compute the sub-problems 

and return the value to the master nodes. The solutions of the 

subproblems are then together by the master node to form the 

output [3] in the reduce phase. Hence, the map reduce is defined 

based on the required data structure known as <key, value> pair, 

and the processed data, the intermediate, and the final results 

follow this data structure. The function of the map and reduce are 

seen in the following way. The input to the map function is the 
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<key, value> pair and creates an intermediate <key, value> pair as 

output, which is further ordered and shuffled based on the 

intermediate key. This will be the input to the reduce function and 

generates the required <key, value> pair as final output of the 

algorithm [9]. 

This paper proposes an efficient framework for performing the big 

data classification using the MRF that employs the LDT algorithm 

for developing the decision tree. The MRF is an effective 

framework that is capable of performing the parallel processing of 

the big data for which it employs two functions, namely the map 

and the reduce function. The sub-sets of the big data are formed 

using the master node of the MRF that enables parallel processing 

and the master nodes distributes the sub-sets to the worker nodes 

that holds the mappers. The map function is present in the mapper 

that follows the LDT algorithm for developing the LDT model of 

the sub-set of the data loaded from the big data. Thus, each 

mapper develops a LDT model that is presented to the aggregator 

that extracts the data from the model. The extracted data are 

combined to form the gross data and the gross data is finally 

developed into a gross LDT model. The gross LDT model is used 

as a key for generating the class value of the newly arrived big 

data in the testing phase. The proposed method serves as an easy 

and efficient method for performing the big data classification. 

The contribution of the paper is presented below: 

LDT enabled Map-reduce: The Map-reduce framework uses the 

LDT algorithm to develop the LDT model for the subsets of data 

loading from the big data. 

The paper is organized as: Section 1 introduces the paper, section 

2 presents a motivation of the paper presenting the existing 

methods of big data classification along with their drawbacks. IN 

section 3, the LDT model is discussed that discusses the 

procedure. The the proposed method of big data classification 

using the LDT-MRF is presented with the algorithmic steps in 

section 4 and section 5 presents the results and discussion of the 

proposed method that highlights the superior performance of the 

proposed method. Finally, section 6 concludes the paper. 

 

2. Motivation 
 

2.1 Related works 
 

Victoria López et al. [1] proposed a method of big data 

classification using the Chi-FRBCS-Big DataCS algorithm, a 

fuzzy rule based classification system that handled uncertainty. 

The algorithm used the map reduce framework for distributing the 

problems of the fuzzy model, which is a Cost-sensitive linguistic 

fuzzy rule-based classification systems. The performance of the 

method was found to be better and the method handles the 

imbalanced big data. The computational time was effective but 

there are small problems associated with the data intrinsic 

problems that include the small sample size problem. Emad A 

Mohammed et al. [2] reviewed the applications of the Map Reduce 

programming framework and its implementation platform Hadoop 

using the clinical data. The main aim was about the ways of 

enhancing the results of the clinical big data analytics tools. This 

framework was found to improve the performance of common 

signal detection algorithms for pharmacovigilance. But it failed to 

handle the highly uncertain data. Sara del Río et al. [3] analyzed 

the performance of several techniques employed for handling the 

imbalanced datasets in the big data scenario for which a Random 

Forest classifier is used. Specifically, oversampling, under 

sampling and cost-sensitive learning were adapted to big data 

using Map Reduce that sharply identified the underrepresented 

class. The main advantage is that the Random Forest classifier 

provides a good classification platform due to its performance, 

robustness and versatility. However, large number of the mappers 

affects the performance, due to the small sample size. Shamsul 

Huda et al. [4] aimed at achieving a fast, affordable and objective 

diagnosis of the genetic variant of oligodendroglioma with a novel 

data mining approach that combined a feature selection and 

ensemble-based classification. In order to reduce the effect of an 

imbalanced healthcare dataset, a global optimization based hybrid 

wrapper-filter feature selection was used along with ensemble 

classification. Though the method handled the imbalanced data, 

the computational cost was very high. Magnus Orn Ulfarsson et al. 

[5] proposed a classification method based on linear discriminate 

analysis (LDA) that estimated the covariance using a sparse 

version of noisy principal component analysis (nPCA). The 

application of sparsity aimed at the selection of the relevant 

variables for the classification. This method was even able to 

handle the microarray of data but the SIS of the gray matter was 

affected. Alberto Fernández et al. [6] proposed a method to handle 

the scalability issues of the traditional learning approaches for 

which a Map Reduce framework was used as a “de facto” solution. 

The classification method was very accurate even when the full 

dataset is used but the classification model suffered from the 

problem of dimensionality. Dawen Xia et al. [7] used a Map 

Reduce-Based Nearest Neighbor Approach for predicting the flow 

of the Big-Data-Driven Traffic. The scalability and the efficiency 

of the traffic flow prediction were improved but the computational 

complexity was very high. Sina Khanmohammadia and Chun-An 

Choua [8] proposed a Gaussian Mixture Model based 

Discretization Algorithm (GMBD) to preserve the most frequent 

patterns of the original dataset by considering the multimodal 

distribution of the numerical variables. Six different publicly 

available medical datasets were used to analyze the effectiveness 

of the proposed algorithm and the advantage is that the proposed 

method fits any domain in the continuous format but the 

disadvantage is that the computation process is expensive. Sara del 

Rio et al. [9] proposed the Chi-FRBCS-Big Data algorithm, a 

linguistic fuzzy rule-based classification system along with the 

Map Reduce framework to learn and fuse rule bases. This 

algorithm handled the big collections of data with good accuracy 

and fast response time, but this version yields slower models. 

 

2.2 Challenges 
➢  

➢ The major challenge of handling the big data is regarding the 

design and development of the scalable and parallel algorithms to 

recognize and classify the patterns. 

➢ The issue existing in the clinical data is regarding the missing 

information and not the missing data that supports the clinical 

decision-making [16]. 

➢ IN [1], the big data classification method uses the traditional fuzzy 

classifier to classify the samples of the data, which is based on the 

fuzzy rule inference. Using fuzzy rules for the big data 

classification does not yield better results of data classification. 

➢ Most of the traditional classification algorithms used for 

classifying the big data performs the classification at a very high 

cost and the high scalability when compared to the map reduce 

framework. 

➢ The most important challenge of designing the map and the reduce 

tasks for the proper big data classification relies on the 

classification algorithm and the success of the map reduce 

framework depends on the classification algorithm utilized. 

➢ The unbalanced datasets suffer from uncertainties that result in the 

complex and unbalanced data classification. 

 

3. LDT: -LOG decision tree 
 

The LDT model [27] is the classification model used for the 

generation of the knowledge from the clinical data that is 

interpretable and enables easy diagnosis of the diseases. The 

method is advantageous because of the superior classification 

accuracy and interpretability when compared with the other 

methods. The LDT model is the classification model based on the 

feature attributes of the clinical data and it uses the log-entropy for 

the selection of the features. The advantage of the feature selection 

is that it enables the dimensional reduction through the selection of 

the highly important feature leading to the effective knowledge 

discovery. The log-entropy of all the features present in the data is 

computed and the feature attribute with the maximum value of the 
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log-entropy is selected as the best feature. The log-entropy is 

based on the weighing function of the features and the entropy of 

the features. Once the feature is selected, the splitting criterion is 

continued that performs the optimal calculation of the split point 

based on the log information gain. Thus, the LDT model is 

developed and stored that is inferred for the future references. 

 

4. LDT-MRF: A novel LDT algorithm for big 

data classification using the mapreduce 

framework 
 

Map Reduce is the programming model that is used to handle the 

big data and it is used in variety of applications. It consists of two 

significant tasks, namely the Map and Reduce. The main 

advantage of using the MRF [9] for the big data classification is 

that the MRF possess the capacity to process the data at the 

multiple computing nodes and possess a good scalability. The Map 

function takes the sub-sets of data loading from the big data and 

converts each sub-set as a LDT. The construction of the LDT from 

the data follows some decision rules and they are based on the log-

entropy based function for developing the decision tree. Thus, the 

individual map function generates an individual LDT that is later 

assembled using the reduce function in the aggregator. The 

function performed by the aggregator is that it accepts the LDT 

generated from the individual map function and generates the data 

from those LDT’s. The data is generated from the LDT based on 

the preset limit and the data generated is less when compared with 

the original data. The generated data using the LDT is then 

combined to form a gross data, which is then employed to develop 

a gross LDT. The gross data is used as a key in the mapper in the 

testing phase. When the test data arrives, the big data is distributed 

to the mappers that generate the class values of the subsets of the 

data loaded from the big data. The function of the aggregator is to 

generate the unique class value and the classification follows the 

output of the training phase. Figure 1 depicts the classification 

model of the MRF. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1: MRF for the big data classification using the LDT algorithm. 

 

4.1 Reading input data 
 

The input to the MRF is the big data for which the clinical big data 

is provided. The clinical big data is classified into subsets as the 

framework is not capable of running the big data as it leads to 

complexity. Since the MRF supports parallelism, the subsets of 

data are loaded in the MRF mappers that use the LDF algorithm 

for the big data classification. Let us consider the big data, which 

is represented as, kD . 

 gk DDDD ...,,, 21
          

(1) 

where, g is the total number of data present in the big data. The 

dimension of the big data is represented as  qp . The subsets are 

generated using the master nodes of the MRF and the sub-sets are 

fed to the worker nodes of the MRF such that the worker nodes 

contain the mappers built with the LDF model. The sub-sets of the 

data loading from the big data kD is represented as, 

 nrs ddddD ,...,,..., 21
          

(2) 

The big data possess the data attributes and the data attributes 

present in the big data is given by, 

 xhM fffff ,...,...,, 21
                         

(3) 

Where, Mf is the data attributes of the big data and x is the total 

number of attributes present in the big data.  

 

4.2 Training phase 
 

In the training phase, the key LDT is generated from the gross 

data, which is named as the gross LDT. The MRF consists of the 

mappers and the aggregators functioning with the map functions 

map and reduce.  

The mappers and aggregators are the present in the worker nodes 

that processes the subsets of the data loading from the big data 

provided by the master node.  

 

A. Mapper phase 
 

In the mapper phase, the subsets of data are fed to the worker 

nodes that are uploaded with the LDT model. In this phase, the 

Parallel processing using the Map Reduce Framework (MRF) 
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LDT models for all the subsets of the data are generated and the 

total number of the generated LDT models is n . Let us consider 

there are n number of worker nodes with the map function and 

the number of mappers present in the framework is denoted as, 

 

 nr mmmmm ,...,,...,, 21
' 

          
(4) 

 

where, n is the total number of mappers present in the MRF 

during the training phase. The mappers are built with the LDT 

algorithm that accepts the sub-sets of data loaded from the big data 

and generates individual LDT model for each big data sub-sets and 

the Mapper loaded with the sub-sets of big data is represented as, 

 rr dm and it generates the output equal to  rr dLDT . 

where,  rr dm represents the thr mapper operating with the input

rd and  rr dLDT corresponds to the LDT model of the data sub-

set rd  loaded from the big data kD .  

 

B. Intermediate data 
 

The intermediate nodes collect the n number of the LDT models 

generated using the worker nodes present in the mapper phase of 

the MRF. The output from the mapper is represented as, 

 

 nro LDTLDTLDTLDTM ,...,,...,, 21
                       

(5) 

 rr LDTM  ; nr            (6) 

 

where, oM is the output from the mapper, and rM is the output of 

the thr mapper. n is the total number of the mappers present in 

the framework, each constituting to the individual LDT. Therefore, 
n number of LDT models is obtained. 

 

   rG LDTLDTLDTRLDT ,...,, 21 ; nr 1        (7) 

 

where, rLDTLDTLDT ,...,, 21 are the LDT models of the 

individual data subsets loading from the big data. GLDT represent 

the LDT model of the gross data. These LDT’s generated using the 

mapper is applied to the aggregator through a intermediate node. 

The aggregator accepts all the LDT corresponding to the subsets 

of the data and extracts the data using the LDT models.  

 

C. Reducer phase 
 

The data extracted using the LDT models are combined to form 

the gross data for which the LDT algorithm is applied to develop a 

gross LDT.  

 

 'GLDTLDT G 
                                                        

(8) 

 

where, 
GLDT is the decision tree output of the aggregator and 

the gross data is represented as, 

 

  nr ddddG .......21

'

                       
(9) 

 





 

nr dddd .......21 Represents the gross data obtained from the 

nr LDTLDTLDTLDT ,...,,...,, 21
. 

'G is the gross data generated 

from the LDT models. 

 

4.3 Testing phase 
 

The main aim of the testing phase is to generate the class value of 

the arriving data or in other words, the clinical data is classified 

and the corresponding class value is presented in the output of the 

testing phase. When a new test data arrives at the MRF, the class 

value of the data is generated using the key gross LDT in order to 

attain an efficient classification. Let us represent the test data as, 

 

 t
s

t
N

ttt
Q ddddD ,...,...,, 21

     
(10) 

 

where, t
s

t
N

tt dddd ,...,...,, 21 are the subsets of the test big data 

loading from t
QD .  

A. Mapper phase 
 

The worker nodes are provided with the map function that follows 

the gross LDT for generating the class value. Each of the mappers 

generates the class value and the number of the class equals to the 

number of mappers present in the MRF during the testing phase. 

The number of mappers engaged in the testing phase is denoted as,  

 

  sN
t mmmmm ,...,...,, 21      

(11) 

 

The mapper output is represented as,  G
N

t
N LDTdm ,  that holds 

the gross LDT and the sub-sets of the test data. The mapper in the 

testing phase is provided with the reference GLDT  that is 

obtained from the aggregator of the testing phase. The testing 

mapper generates the class values and the class values generated in 

the testing phase is represented as, 

 

 sN CCCCC ,...,,...,, 21
     

(12) 

 

B. Intermediate data 
 

The intermediate data present in the intermediate node is the class 

values of the test data loaded in the MRF from the test database. 

The class values of the test data is provided in the equation (12) 

and the class values are generated in the mapper and fed to the 

intermediate node for aggregating the class values in the 

aggregator. 

 

C. Reducer phase 
 

The aggregator accepts the class values generated from all the 

mappers and produces the respective class value. For illustration, 

if there are four mappers and they yield four class values then, the 

function of the aggregator is to combine all the class one value and 

produce a single class one output. Similarly, the other class 

outputs are generated yielding four class values. The output from 

the reducer is denoted as,  

 

 N
N CRO 

      
(13) 

 

where, sN 1  and s is the total number of the class output. 

The class output is used for the efficient big data classification that 

reduces the complexity and thus reduces the processing time. 

 

5. Results and Discussion 
 

In this section, the results and discussion is presented to prove the 

importance of the proposed LDT+MRF when compared with the 

existing methods and the superiority is proved based on the 

performance metrics, namely sensitivity, specificity, and accuracy. 

 

5.1 Experimental setup 
 

The experimentation is carried out using three medical datasets 

such as, Cleveland, Switzerland and Breast Cancer data available 

in the UCI machine learning repository [26]. The experimentation 
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is performed in Windows 8, 4GB RAM and the implementation is 

carried out in JAVA programming with map reduce libraries. 

 

5.2 Evaluation metrics 
 

The performance of the proposed LDT-MRF classifier will be 

analyzed using sensitivity, specificity and accuracy.  

 

5.2.1 Sensitivity 
 

Sensitivity is the proportionality existing between the false 

negative and the true positive.  

TP

FN
ySensitivit





1

1
 

5.2.2 Specificity 
 

Specificity denotes the proportionality between the false positive 

and the true negative. 

TN

FP
ySensitivit





1

1
 

5.2.3 Accuracy 
 

Accuracy shows the proportionality between the false positives 

and the true positives. 

TP

FP
Accuracy





1

1

  

5.3 Methods taken for comparison 
 

The proposed LDT-MRF classifier will be compared with the 

existing algorithms to prove the performance improvement of the 

proposed algorithm. The methods taken for comparison include: 

DT+MRF, HDT+MRF, ANN, and the proposed LDT+MRF. 

 

5.4 Comparative analysis based on the evaluation 

metrics – sensitivity, specificity, and accuracy 
 

In this section, the comparative analysis of the proposed 

LDT+MRF is carried out in terms of the performance metrics, 

such as sensitivity, specificity, and accuracy.  

 

5.4.1 Using the Cleveland dataset 

The Cleveland dataset is utilized to perform the comparative 

analysis of the proposed method in terms of the specificity, 

sensitivity, and accuracy. Figure 2 a) shows the comparative 

analysis of the Cleveland dataset based on sensitivity. When the 

training percentage is 60, the percentage of sensitivity attained 

using the methods DT+MRF, HDT+MRF, ANN, and LDT+MRF 

are 78.36584, 79.6987, 78.694, and 80.2369 respectively. The 

sensitivity of the methods DT+MRF, HDT+MRF, ANN, and 

LDT+MRF are 81.23658%, 81.2698%, 80.1635%, and 83.6948% 

respectively. It is very clear from the values that the percentage of 

sensitivity is greater for the proposed LDT+MRF when compared 

with the existing methods. Moreover, when the percentage of 

training increases from 60% to 90%, the percentage of sensitivity 

for the proposed method increases from 80.2369% to 83.6948% 

and the percentage of sensitivity increase for the other existing 

methods. Thus, the proposed LDT+MRF outperform the existing 

methods in terms of sensitivity. 

Figure 2 b) shows the comparative analysis of the Cleveland 

dataset based on specificity. When the training percentage is 60, 

the percentage of specificity attained using the methods DT+MRF, 

HDT+MRF, ANN, and LDT+MRF are 69.458, 70.063, 68.427, 

and 70.237 respectively. The specificity of the methods DT+MRF, 

HDT+MRF, ANN, and LDT+MRF are 72.653%, 72.348%, 

70.218%, and 73.546% respectively when the percentage of 

training is 90. It is very clear from the values that the percentage 

of specificity is greater for the proposed LDT+MRF when 

compared with the existing methods. Moreover, when the 

percentage of training increases from 60% to 90%, the percentage 

of specificity for the proposed method increases from 70.237% to 

73.546% and the percentage of specificity increase for the other 

existing methods. Thus, the proposed LDT+MRF outperform the 

existing methods in terms of specificity. 

Figure 4 c) shows the comparative analysis of the Cleveland 

dataset based on accuracy. When the training percentage is 60, the 

percentage of accuracy attained using the methods DT+MRF, 

HDT+MRF, ANN, and LDT+MRF are 73.2939, 75.9087, 

73.3713, and 75.4087 respectively. The accuracy of the methods 

DT+MRF, HDT+MRF, ANN, and LDT+MRF are 76.5234%, 

77.9412%, 75.4077%, and 78.3641% respectively when the 

percentage of training is 90. It is very clear from the values that 

the percentage of accuracy is greater for the proposed LDT+MRF 

when compared with the existing methods. Moreover, when the 

percentage of training increases from 60% to 90%, the percentage 

of accuracy for the proposed method increases from 75.4087% to 

78.3641% and the percentage of accuracy increase for the other 

existing methods. Thus, the proposed LDT+MRF outperform the 

existing methods in terms of accuracy. 
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a) Sensitivity of the methods using the Cleveland dataset 

 

 
 

b) Specificity of the methods using the Cleveland dataset 

 

 
 

c) Accuracy of the methods using the Cleveland dataset 
Fig. 2: Comparative analysis using the Cleveland dataset. 

 

5.4.2 Using the Switzerland dataset 
 

The Switzerland dataset is utilized to perform the comparative 

analysis of the proposed method in terms of the specificity, 

sensitivity, and accuracy. Figure 3 a) shows the comparative 

analysis of the Switzerland dataset based on sensitivity. When the 

training percentage is 60, the percentage of sensitivity attained 

using the methods DT+MRF, HDT+MRF, ANN, and LDT+MRF 

are 80.0365, 80.2697, 79.639, and 81.8634 respectively. The 

sensitivity of the methods DT+MRF, HDT+MRF, ANN, and 

LDT+MRF are 81.6397%, 82.463%, 81.9678%, and 83.648% 

respectively when the training percentage is 80. It is very clear 

from the values that the percentage of sensitivity is greater for the 

proposed LDT+MRF when compared with the existing methods. 

Moreover, when the percentage of training increases from 60% to 

90%, the percentage of sensitivity for the proposed method 

increases from 81.8634% to 84.7596% and the percentage of 

sensitivity increase for the other existing methods. Thus, the 

proposed LDT+MRF outperform the existing methods in terms of 

sensitivity. 

Figure 3 b) shows the comparative analysis of the Switzerland 

dataset based on specificity. When the training percentage is 60, 

the percentage of specificity attained using the methods DT+MRF, 

HDT+MRF, ANN, and LDT+MRF are 70.224, 71.037, 69.896, 

and 72.664 respectively. The specificity of the methods DT+MRF, 

HDT+MRF, ANN, and LDT+MRF are 72.461%, 73.115%, 

72.446%, and 74.633% respectively when the percentage of 

training is 90. It is very clear from the values that the percentage 

of specificity is greater for the proposed LDT+MRF when 

compared with the existing methods. Moreover, when the 

percentage of training increases from 60% to 90%, the percentage 

of specificity for the proposed method increases from 72.664% to 

74.633% and the percentage of specificity increase for the other 

existing methods. Thus, the proposed LDT+MRF outperform the 

existing methods in terms of specificity. 

Figure 3 c) shows the comparative analysis of the Switzerland 

dataset based on accuracy. When the training percentage is 60, the 

percentage of accuracy attained using the methods DT+MRF, 

HDT+MRF, ANN, and LDT+MRF are 75.7201, 76.2973, 

74.8766, and 77.5536 respectively. The accuracy of the methods 

DT+MRF, HDT+MRF, ANN, and LDT+MRF are 78.8858%, 
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78.9135%, 78.9354%, and 80.9088% respectively when the 

percentage of training is 90. It is very clear from the values that 

the percentage of accuracy is greater for the proposed LDT+MRF 

when compared with the existing methods. Moreover, when the 

percentage of training increases from 60% to 90%, the percentage 

of accuracy for the proposed method increases from 77.5536 % to 

80.9088%, and the percentage of accuracy is found to increase for 

the other existing methods. Thus, the proposed LDT+MRF 

outperform the existing methods in terms of accuracy. 

 

 

 

 

 
 

a) Sensitivity of the methods using the Switzerland dataset 

 

 
 

b) Specificity of the methods using the Switzerland dataset 

 

 
 

c) Accuracy of the methods using the Switzerland dataset 
Fig. 3: Comparative analysis using the Switzerland dataset. 
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5.4.3 Using the Breast Cancer dataset 
 

The Breast Cancer dataset is utilized to perform the comparative 

analysis of the proposed method in terms of the specificity, 

sensitivity, and accuracy. Figure 4 a) shows the comparative 

analysis of the Breast Cancer dataset based on sensitivity. When 

the training percentage is 70, the percentage of sensitivity attained 

using the methods DT+MRF, HDT+MRF, ANN, and LDT+MRF 

are 80.045, 81.1697, 80.598, and 83.116 respectively. The 

sensitivity of the methods DT+MRF, HDT+MRF, ANN, and 

LDT+MRF are 82.334%, 82.4698%, 83.1475%, and 84.395% 

respectively when the training percentage is 80. It is very clear 

from the values that the percentage of sensitivity is greater for the 

proposed LDT+MRF when compared with the existing methods. 

Moreover, when the percentage of training increases from 60% to 

90%, the percentage of sensitivity for the proposed method 

increases from 82.496% to 84.395%, and the percentage of 

sensitivity is found to increase for the other existing methods. 

Thus, the proposed LDT+MRF outperform the existing methods in 

terms of sensitivity. 

Figure 4 b) shows the comparative analysis of the Switzerland 

dataset based on specificity. When the training percentage is 60, 

the percentage of specificity attained using the methods DT+MRF, 

HDT+MRF, ANN, and LDT+MRF are 69.452, 69.488, 69.991, 

and 72.634 respectively. The specificity of the methods DT+MRF, 

HDT+MRF, ANN, and LDT+MRF are 72.633%, 73.328%, 

72.334%, and 74.054% respectively when the percentage of 

training is 90. It is very clear from the values that the percentage 

of specificity is greater for the proposed LDT+MRF when 

compared with the existing methods. Moreover, when the 

percentage of training increases from 60% to 90%, the percentage 

of specificity for the proposed method increases from 72.634 % to 

74.054%, and the percentage of specificity is found to increase for 

the other existing methods. Thus, the proposed LDT+MRF 

outperform the existing methods in terms of specificity. 

Figure 4 c) shows the comparative analysis of the Switzerland 

dataset based on accuracy. When the training percentage is 60, the 

percentage of accuracy attained using the methods DT+MRF, 

HDT+MRF, ANN, and LDT+MRF are 74.6853, 75.0521, 

75.0195, and 79.3249 respectively. The accuracy of the methods 

DT+MRF, HDT+MRF, ANN, and LDT+MRF are 78.24935%, 

77.9286%, 78.76940%, and 80.2187% respectively when the 

percentage of training is 90. It is very clear from the values that 

the percentage of accuracy is greater for the proposed LDT+MRF 

when compared with the existing methods. Moreover, when the 

percentage of training increases from 60% to 90%, the percentage 

of accuracy for the proposed method increases from 79.3249% to 

80.2187%, and the percentage of accuracy is found to increase for 

the other existing methods. Thus, the proposed LDT+MRF 

outperform the existing methods in terms of accuracy. 

 

 
 

a) Sensitivity of the methods using the Breast Cancer dataset 

 

 
 

c) Specificity of the methods using the Breast Cancer dataset 
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c) Accuracy of the methods using the Breast Cancer dataset 
Fig. 4: Comparative analysis using the Breast Cancer dataset 

 

5.5 Discussion 
 

Table 1 shows the discussion of the comparative methods in terms 

of the metrics, namely the sensitivity, specificity, and accuracy 

using three datasets. The datasets used for the analysis include the 

Cleveland dataset, Switzerland dataset, and the breast cancer 

dataset. The proposed LDT+MRF attained a sensitivity percentage 

of 83.6948% for the Cleveland dataset, 84.7596% for the 

Switzerland dataset, and 84.395% for the breast cancer dataset. 

The sensitivity percentage of all the existing methods is less when 

compared with the proposed LDT+MRF. Similarly, the specificity 

attained using the proposed method is 73.546% for the Cleveland 

dataset, 74.633% for the Switzerland dataset, and 74.054% for the 

breast cancer dataset. The specificity percentage of the proposed 

method is greater than the ANN, HDT+MRF, and DT+MRF 

methods. The accuracy of the proposed method attained is 

78.3641%, 80.9088%, and 80.2187% respectively for the 

Cleveland, Switzerland, and Breast Cancer datasets. The table 

proves that the proposed method attained a greater percentage of 

sensitivity, specificity, and accuracy. 

 
Table 1:  Discussion of the comparative methods 

 

Methods 
Cleveland dataset Switzerland dataset Breast Cancer dataset 

Sensitivity Specificity Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity Accuracy 

Proposed 

LDT+MRF 
83.6948 73.546 78.3641 84.7596 74.633 80.9088 84.395 74.054 80.2187 

ANN 80.1635 70.218 75.4077 82.1369 72.446 78.9354 83.1475 72.334 78.7694 

HDT+MRF 81.2698 72.348 77.9412 83.1178 73.115 78.9135 82.4698 73.328 77.9286 

DT+MRF 81.23658 72.653 76.5234 82.1984 72.461 78.8858 82.334 72.633 78.2493 

 

6. Conclusion 
 

The paper presented a novel method of big data classification 

using the LDT enabled MapReduce framework. The use of the 

MapReduce framework introduces two function mapping function 

and the reduce function to perform the classification. These 

functions are assigned with the LDT structure that formulates the 

log-entropy model of the big data. Initially, the big data is 

classified as subsets of big data and are loaded in the mapper that 

uses the LDT for generating the model. The LDT uses a novel log-

entropy parameter to classify the data and the model generated is 

combined in the aggregator to form a gross LDT for which the 

generated LDT using the mapper is converted into the gross data. 

Finally, when the new data arrives for classification, the gross 

LDT is utilized by the mapper to generate the class label to 

perform classification. The experimentation carried out using the 

three datasets prove that the proposed method of big data 

classification attained a greater sensitivity, specificity, and 

accuracy of 84.7596%, 74.633%, and 80.9088% respectively that 

is better compared with the existing methods like the ANN, 

HDT+MRF, and DT+MRF. 
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