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Abstract 
 

In this paper, we represent bio-molecular structures (Attenuator, Extended Pseudoknot Structure, Kissing Hairpin, Simple H-type struc-

ture, Recursive Pseudoknot and Three-knot Structure) using state grammar. These representations will be measured using descriptional 

complexity point of views. Results indicate that the proposed approach is more succinct in terms of production rules and variables over 

the existing approaches. Another major advantage of the proposed approach is state grammar can be represented by deep pushdown au-

tomata, whereas no such automaton exists for matrix ins-del system. 
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1. Introduction 

Natural computing combines the formal models and algorithmic 

techniques to solve the problem inspired by nature with the inclu-

sion of natural materials (i.e. molecules). Deoxyribonucleic Acids 

(DNA) computing also comes under the umbrella of natural com-

puting. Nowadays, a major concern of the bioinformatics is the 

analysis of DNA, Ribonucleic Acids (RNA) and protein sequences. 

DNA and RNA molecules form a complimentary pair which re-

sults in a pattern formation in the sequence. The grammatical for-

malism of these biological sequences is used in solving many 

bioinformatics problems such as multiple alignment calculations, 

classification, and prediction of primary and secondary structures. 

DNA and RNA are responsible for the development, growth and 

functioning of all known living organisms and viruses. 

Chomsky grammar systems [1] are found to be ideal for represent-

ing the interactions of nucleotides as there is a similarity between 

formal languages and bio-molecules language. Some sequences 

like a hairpin (the language of palindrome) can be represented by 

a context-free grammar, whereas other sequences like attenuator 
*{ | }R R

DNA
uu uu u cannot be represented by a context-free 

grammar. Similarly, other biological structures such as extended 

pseudoknot, recursive pseudoknot, simple-H type, kissing hairpin, 

Three-knot includes cross-dependency, and they require a higher 

class of formal language than context-free. In this paper, we will 

represent these bio-molecular structures using state grammar (a 

type of regulated grammar). The regulated grammar consists of 

production rules similar as context-free grammar, but certain re-

strictions are imposed on these grammars to represent the cross 

dependencies. State grammar is a rule-based regulated grammar in 

which restrictions are imposed in terms of states.  

Prior Work: The concept of state grammar was introduced by 

Kasai [2]. A state grammar is a rule-based regulated grammar in 

which restrictions are imposed in terms of states. Various repre-

sentations of DNA and RNA sequences using formal grammar and 

automata have been found in the literature. Sung [3] represented 

RNA secondary structure loops such as a hairpin loop, an internal 

loop, bulge loop and double helix using context-sensitive grammar. 

Sakakibara et al. [4] modeled RNA structure loops using stochas-

tic context-free grammar. Further, Sakakibara [5] modeled RNA 

structure loops using pair hidden Markov models. Yuki and 

Kasami [6] modeled RNA structure loops using stochastic multi-

ple context-free grammars. Brown and Wilson [7] modeled RNA 

pseudoknot structure using the intersection of stochastic context-

free grammars. 

Rivas and Eddy [8] used cross-interaction grammar for represent-

ing RNA secondary structure. Searls [9] used indexed grammar to 

represent DNA and RNA sequences such as tandem repeat, invert-

ed repeat and pseudoknot. Searls [10] also represented DNA se-

quences using string variable grammar. Mizoguchi et al. [11] used 

stochastic multiple context-free grammars to represent various 

classes of pseudoknots. Cai et al. [1] represented RNA pseudoknot 

structure using parallel communicating grammar systems. Kup-

pusamy et al. [12] represented DNA and RNA secondary struc-

tures using matrix insertion-deletion system. Kalra and Kumar [3] 

represented tandem repeat, inverted repeat and pseudoknot using 

state grammar. 

In this paper, we analyze the representation of bio-molecular 

structures with the basic descriptional complexity in terms of a 

number of production rules and number of variables. Results are 

compared with the matrix insertion-deletion system for the similar 

representations. After introducing some preliminary concepts in 

Section 2, we represent attenuator, extended pseudoknot, H-type, 

three-knot structure, recursive pseudoknot structure and kissing 

hairpin using state grammar. Section 4 consists of results and dis-

cussion.  

2. Preliminaries 

In this section, some basic notations and definition are discussed. 

{ , , , }
D

g c a t   and { , , , }
R

g c a u   denote DNA and RNA alphabet 

respectively. *

D
  denotes the free monoid generated by 

D
 . 

 denotes empty string or null string. In DNA and RNA, pairing 

occurs between complement pair in purines and pyrimidine. The 

complement of a symbol d is denoted by d . Purines are 
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classified into adenine ( a ) and guanine ( g ), while pyrimidine is 

classified into cytosine ( c ) thymine ( t ) and uracil (u ). 

In DNA: 

 
a t  

 

t a  

 
g c  

 
c g  

 

In DNA: 

 
a u  

 
u a  

 
g c  

 
c g  

 

Watson-Crick pairing occurs in RNA. DNA and RNA are im-

portant macromolecules that exist in every form of life. They are 

made from monomers known as nucleotides. Each nucleotide 

consists of a pentose carbon sugar, a phosphate group, and 

a nitrogenous base. If the sugar is ribose, then the polymer is RNA. 

If the sugar is deoxyribose, then the polymer is DNA.  

Def. 2.1: Regulated grammar [14-16] is quintuple 

( , , , , )N S P RG where N  is a set of non-terminals,   is an al-

phabet, S is the start symbol, P is the set of production rules, and 

RG is the restriction applied on the derivations of strings, and it 

depends on the type of regulated grammar. 

Regulated grammar is classified into rule-based and context-based 

grammatical regulation [14].  

Def. 2.2 [13]: A state grammar is a quintuple ( ,  ,  ,  ,  )G V Q P S , 

where V is a finite set of symbols, Q is a finite set of states such 

that V Q  , V   is an alphabet of terminals, (P Q   

( ) ( ))V Q V    is a finite relation over the productions, and 
S V  is the start symbol. 

Example 1: Consider the state grammar 

0 1 2
({ , , ,0,1,2},{ , , },{0,1, 2}, , )

S
G S A B p p p P S where the production 

rules are 

 

0 0
( , ) ( , )p S p AB  

0 1
( , ) ( , 0 1)p A p A  

1 0
( , ) ( , 2 )p B p B  

0 2
( , ) ( ,01)p A p  

2 2
( , ) ( , 2)p B p

 
 

Consider the string 000111222s   

 

0 0 1 0 1
0 1 0 12 00 112

p p p p p
B A B A    S A B A B

0 2 2
00 1122 00011122 000111222

p p p
B  A B  

 

The non-context-free language generated by 

s
G is ( ) {0 1 2 | 1}n n n

S
L G n  . 

Def. 2.3 [17]: Matrix insertion-deletion system 

( , , , )I V R  where V is a finite set of symbols, V   is an al-

phabet of terminals,  is a finite language over V , R is a finite set 

of triple in a matrix format 
1 1 1 1

[( , | , ) ... ( , | , )]
n n n n

u v u v    , 

* *( , )
i i

u v V V  and ( , )
i i

    ( { })V   ({ } )V  . 

Def. 2.4 [17]: Given a matrix insertion-deletion system 

( , , , )I V R  . Descriptional complexity measure of I in terms of 

variables and production is defined by 

 

 

 ( ) | | . | |
m R

prod I m R


   ,  

 
var( ) | | | |I V T   

 

Here | |R denote a total number of rules in a matrix insertion-

deletion system.  

Def. 2.5: Descriptional complexity of a state grammar 

( ,  ,  ,  ,  )G V Q P S
 
is defined by  

 
( ) | | | |prod G P Q   

 
var( ) | | | |I V T   

 

The descriptional complexity of example 1 is 

 
( ) | | | | 5 3 8prod G P Q    

 
 

And 

 

var( ) | | | |I V T  |{ , , , 0,1, 2}| |{0,1, 2}| 5 3 2S A B     . 

 

Recently, various researchers had researched different direction of 

automata theory, especially focusing on deep pushdown automata 

and state grammar (See [13, 18-22] for more details) 

3. State grammar for bio-molecular structures 

This section describes the state grammar for bio-molecular se-

quences found in DNA and RNA.  

Proposition 1. The attenuator language *{ | }R R

A DNA
L uu uu u   can 

be generated by state grammar. Fig 1. represents attenuator struc-

ture of the sequence gtcgacagcgct . 

 

 
Fig. 1: Attenuator Structure. 

 

Proof: Grammar 
1 0 1 2

{( , , , , ),( , , ),( , ), , },G S A B u u q q q u u P S  where 

{ , , , }u a g c u and u is the complement of u . State grammar pro-

ductions are defined as follows:  

 

0 0
( , ) ( , )q S q AB  

 

0 1
( , ) ( , )q A q uAu   

 

1 0
( , ) ( , )q B q uBu  

 

0 2
( , ) ( , )q A q    
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2 2
( , ) ( , )q B q   

 

Derivation for input string w gtatacgtatac  

 

0 0 1 0 1 0q q q q q q
B gAc g cgBc gtAacg c gt acgtBac    S A B A B A

1 0 2q q q
gtaAtacgt ac gta tacgtaBtac gtatacgta tac  B A B

 
2q

gtatacgtatac  

 

Proposition 2. The extended pseudoknot language 
*

1 1 1 2 1 2 1 2 1
{ | , , }R R R

ExP RNA
L uv u u v u u u v   can be generated by state 

grammar. Fig. 2 represents the structure of extended pseudoknot 

sequence cugcuacagcguuagacg . 

Proof: Grammar 
2 1 2 1 1 2 1

{( , , , , , , , , ),G S A B u u v u u v  

0 1 2 3 1 2 1 1 2 1
( , , , ),( , , , , , ), , }q q q q u u v u u v P S  be the state grammar where 

production rules P are as follows: 

 

 
Fig. 2: Extended Pseudo knot Structure. 

 

0 0
( , ) ( , )q S q AB  

 

0 0 1 1
( , ) ( , )q A q u Au  

 

0 0 2 2
( , ) ( , )q B q u Bu  

 

0 1 1
( , ) ( , )q A q v A  

 

1 2 1
( , ) ( , )q B q Bv  

 

2 1 1
( , ) ( , )q A q v A  

 

2 3
( , ) ( , )q A q   

 

3 3
( , ) ( , )q B q   

 

Derivation for input string w  cugcuacagcguuagacg  

 

0 0 0 0 0q q q q q
B c gB cu agB cugAcag    S A A A B

 
0 0 0q q q

cugAcagc g cugAcagcg cg cug cagcguBacg B B A
 

1 2q q
cugcAcagcgu acg cugc cagcguBgacg  B A

1 2q q
cugcuAcagcgu gacg cugcu cagcguBagacg B A

 
1 2q q

cugcuaAcagcgu agacg cugcua cagcguBuagacg B A  

3 3q q
cugcuacagcgu uagacg cugcuacagcguuagacgB  

 

Bold non-terminal indicates the non-terminal to be expanded next. 

Proposition 3. The simple H-type language 
*

1 1 2 1 2 2 1 2 1 2
{ | , , , }R R

SH RNA
L uv u u v u u u v v   can be generated by state 

grammar. Fig. 3 represents the structure of the simple H-type se-

quence. 

1
u

1
v

2
u

1

R

u


2
v

2

R

u


 
Fig. 3: Simple H-Type Structure. 

 

Proof: Grammar 
3 1 2 1 2 1 2 0 1 2

({ , , , , , , , , },{ , , ,G S A B u u v v u u q q q  

3 4 1 2 1 2 1 2
, },{ , , , , , }, , )q q u u v v u u P S  be the state grammar where produc-

tion rules P are as follows: 

 

0 0
( , ) ( , )q S q AB  

 

0 0 1 1
( , ) ( , )q A q u Au  

 

0 1 1
( , ) ( , )q A q v A  

 

1 1 1
( , ) ( , )q A q v A  

 

1 1 2
( , ) ( , )q B q v B  

 

1 2 2
( , ) ( , )q A q u A  

 

2 3 2
( , ) ( , )q B q Bu  

 

3 2 2
( , ) ( , )q A q u A  

 

3 4
( , ) ( , )q A q   

 

3 4
( , ) ( , )q B q   

 

Derivation for input string w cugucugcagacag  

 

0 0 0 0 0 1q q q q q q
B c gB cu agB cug cagB cuguAcag    S A A A A B

1 2 3q q q
cugu cagaB cugucAcaga cuguc cagaBg   A B A

2 3 2q q q
cugucuAcaga g cugucu cagaBag cugucugAcaga ag  B A B

3 4 4q q q
cugucug cagaBcag cugucugcaga cag cugucugcagacag A B  

 

Proposition 4. The simple three-knot language 
*

1 2 3 1 2 3 1 2 3
{ | , , , }R R R

TK RNA
L uvu u u u u u u u v   can be generated by state 

grammar. Fig 4. represents the structure of the three-knot se-

quence. 

 

 
Fig. 4: Three-Knot Structure. 
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Proof: Grammar 

4 1 2 3 1 2 3 0 1
({ , , , , , , , , , , },{ ,G S A B C u u u v u u u q q  

2 3 4 5 1 2 3 1 2 3
, , , , },{ , , , , , , }, , )q q q q u u u v u u u P S be the state grammar where 

production rules P are as follows: 

 

0 0
( , ) ( , )q S q ABC   

 

0 0 1 1
( , ) ( , )q A q u Au  

 

0 1
( , ) ( , )q A q vA  

 

1 1
( , ) ( , )q A q vA  

 

1 2 3
( , ) ( , )q B q u B  

 

2 1 3
( , ) ( , )q C q Cu  

 

1 3 2
( , ) ( , )q A q u A  

 

3 3
( , ) ( , )q B q   

 

3 4 2
( , ) ( , )q C q Cu  

 

4 3 2
( , ) ( , )q A q u A  

 

5 5
( , ) ( , )q A q   

 

5 5
( , ) ( , )q C q   

 

Derivation for input string w cugcugacacagucug  

 

0 0 0 0 0q q q q q
BC c gBC cu agBC cug cagBC    S A A A A

1 1 2q q q
cugc cagBC cugcuAcag C cugcuAcagcB  A B C

 
1 2 1q q q

cugcuAcagc Cg cugcuAcagcaB g cugcu cagcaBCug B C A

3 3q q
cugcugAcagcaBCug cugcugAcagca ug  C

4 3q q
cugcug cagcaCcug cugcugaAcagca cugA C  

4 5q q
cugcuga cagcaCucug cugcugacagca ucug  A C

 
5q

cugcugacagcaucug  
 

Proposition 5. The recursive pseudoknot language 
*

1 2 3 2 4 1 4 5 5 3 1 2 3 4 5
{ | , , , , }R R R R R

RC RNA
L u u u u u u u u u u u u u u u   can be generated 

by state grammar. Fig 5. represents the structure of recursive 

pseudoknot sequence. 

Proof: Grammar
5 1 2 3 4 5 1 2 3 4

({ , , , , , , , , , , , , ,G S A B C u u u u u u u u u  

5 0 1 2 3 4 5 6 7 8 1 2 3 4 5 1 2 3
},{ , , , , , , , , },{ , , , , , , , ,u q q q q q q q q q u u u u u u u u  

4 5
, }, , )u u P S  be the state grammar where production rules P are as 

follows: 

 

0 0
( , ) ( , )q S q ABC   

 

0 0 4 4
( , ) ( , )q B q u Bu  

 

0 1 1
( , ) ( , )q A q u A  

 

1 2 1
( , ) ( , )q B q Bu  

 

 
Fig. 5: Recursive Pseudoknot Structure. 

 

2 1 1
( , ) ( , )q A q u A  

 

2 3 2 2
( , ) ( , )q A q u Au  

 

3 3 2 2
( , ) ( , )q A q u Au  

 

3 3
( , ) ( , )q B q   

 

3 3 5 5
( , ) ( , )q C q u Cu  

 

3 4 3
( , ) ( , )q A q u A  

 

4 5 5
( , ) ( , )q C q Cu  

 

5 4 3
( , ) ( , )q A q u A  

 

5 6
( , ) ( , )q A q   

 

6 6
( , ) ( , )q C q   

 

Derivation for input string w cagcucugagucuaag  
 

0 0 0 0 0q q q q q
A C Ag aC AgaBuaC gaBuaC    S B B A

 
1 2 3q q q

cAga uaC c gaBguaC ca ugaBguaC cagAcug  B A A
 

3 3 3q q q
a guaC cagAcugagua cag cugaguauCa cagcA  B C A

 
4 5q q

cugaguau a cagc cugaguauCga cagcuAcugaguau C A C

4 5 6q q q
ga cagcu cugaguauCaga cagcucugaguau aga  A C

 
6q

cagcucugaguauaga
 

 

Proposition 6. The kissing hairpin language 
_

1 1
{

KH
L u v A A  

_

2 2 2 3 4 1 1 2 1
| , , ,R Rv u u v B B v u u u v *

2 3 4
, , , , }

RNA RNA
v v v A B  can be 

generated by state grammar. Fig 6. represents the structure of kiss-

ing hairpin sequence. 

 

 
Fig. 6: Kissing Hairpin Structure. 
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Proof: Grammar 

6 1 2 1 2 3 4 0 1
{{ , , , , , , , , , , },{ , ,G S A B C D u u v v v v q q  

2 3 4 5 1 2 1
, , , },{ , , ,q q q q u u v

2 3
, ,v v

4
}, , }v P S be the state grammar where 

production rules P are as follows: 

 

0 0 1 1
( , ) ( , )q S q u Su  

 

0 1 1
( , ) ( , )q S q v C  

 

1 1 1
( , ) ( , )q C q v C  

 

1 1 4
( , ) ( , )q C q Cv

  
 

1 2
( , ) ( , )q C q CD  

 

2 1
( , ) ( , )q C q ACA  

 

2 2
( , ) ( , )q D q BDB

  
 

2 3 2
( , ) ( , )q C q v C  

 

3 3 2
( , ) ( , )q C q v C  

 

3 3 3
( , ) ( , )q C q Cv  

 

3 4 2 2
( , ) ( , )q C q u Cu  

 

4 4 2 2
( , ) ( , )q C q u Cu  

 

4 5
( , ) ( , )q D q   

 

4 5
( , ) ( , )q C q   

 

Derivation for input string w gaugaucuguaccagcgcuc  
 

0 0 0 1 1 1q q q q q q
g c ga uc gau uc gauu uc gauu auc     S S S C C C

2 2 2q q q
gauu Dauc gauucCg auc gauucCgc gauc gauuc  C D D

2 3 3q q q
gcuDagauc gauucu gcuDagauc gauucua gcuDagauc  C C C

3 3q q
gauucua agcuDagauc gauucua aagcuDagauc gauucua C C

3 4q q
aagcuDagauc gauucuaa uaagcuDagauc gauucuag C C

 
4 4q q

caagcuDagauc gauucuaga ccaagcuDagauc gauucu C C
 

5 5q q
agaccaagcu agauc gauucuagaccaagcuagaucD

 

4. Results and discussion 

In this section, we compared the above-designed state grammar 

with the matrix insertion-deletion system based on descriptional 

complexity. Table 1, depicts the comparison between the matrix 

insertion-deletion system and state grammar in terms of produc-

tion and variable used for attenuator, extended pseudoknot struc-

ture, kissing hairpin, simple H-type structure, recursive pseu-

doknot and three-knot structure. Clearly, state grammar is more 

succinct in terms of the number of productions and variables ex-

cept in attenuator (one more variable used than the matrix inser-

tion-deletion system) based on the type-1 descriptional complexity. 

Design of state grammar will be helpful in the prediction of sec-

ondary structure. Design of the parser for the above-designed state 

grammar is kept as a future work. 

 

 

 

 

 

Table 1: Summary of Results 

System 

 

Language 

Matrix Insertion-deletion 

system 
State grammar 

Prod Var Prod Var 

Attenuator Language 

 
18+5=23 2 5+3=8 3 

Extended Pseudoknot 

Language 
10+7=17 4 8+4=12 3 

Simple H-type 9+7=16 3 10+5=15 3 
Three knot structure 11+8=19 4 12+6=18 4 

Recursive Pseudoknot  15+10=25 5 14+7=21 4 
Kissing hairpin  12+10=22 4 14+6=20 3 
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