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Abstract 
 

In the current scenario machine learning is the branch of artificial intelligence being used in every field and medicine is one of them. In 

medical science, the use of machine learning techniques aims to improve patient care by collecting, and analyzing patient data, and design-

ing advanced and intelligent tools and/or devices for disease detection using collective experience. ML technology detects patterns associ-

ated with specific diseases by analyzing large datasets that include various patient records, such as diabetes, blood pressure, cholesterol, 

X-rays, MRIs, CT scans, imaging data, and genomic information. ML algorithms compute the primary symptoms of the disease. Based on 

these calculations the disease is identified. Here it is necessary to have sufficient dataset and/or features for computation. The understanding 

of the ML model depends on the underlying feature to be used to identify the related problem. The fairness of a machine learning algorithm 

depends on which symptoms are selected to determine any disease. The selection of features for ML models is an important task, more or 

less features can make the model underfit or overfit. Incorrect determination of selected features can introduce bias into the model which 

can greatly affect the accuracy of the model. If the bias in the machine learning model is not properly tuned or the bias is tuned too high or 

too low then the prediction does not cover the underlined pattern. Diseases arise in different circumstances; each disease has its special 

characteristics. To cover all the basic parameters of each disease is a very tough task. If a basic attribute is missed and/or an attribute that 

has no relation to the disease is captured then the desired result of the model may be affected. In the proposed research paper, the feature 

selection problem and bias effect have been analyzed through the Support Vector Machine (SVM) and Logistic Regression (LR) algorithm. 

 
Keywords: Bias; Classification; Health Care; Fuzzy Logic; Machine Learning. 

 

1. Introduction 

In recent years machine learning technology has had high attention in every field such as Pattern Recognition, Image Recognition, and 

Natural Language Processing. A major challenge in medicine has been determining disease risk, making a diagnosis, predicting treatment 

outcomes, or establishing a prognosis. Nevertheless, models are being developed to identify the disease by understanding the data patterns 

through machine learning algorithms, but the hidden values in the data and the maximum distance of symptoms of diseases from diseases 

can prove to be a vital threat. Machine learning techniques provide high-quality results due to accurate observations and high computing 

power [1-2-3]. ML technique works on regression and classification problems, there is a wide range of regression and classification algo-

rithms available in ML technique. Disease prediction and/or detection come under classification issues in machine learning techniques. 

The phenomenon of classification depends on yes or no, it means diseases are present and absent. The symptoms and/or features used in 

machine learning algorithms to detect the disease play a significant role in prognosis. The outcome of a machine learning model depends 

on the data and algorithm used in the algorithm. The growing popularity of these techniques raised questions about biases embedded in 

them and about how fair these models are when defining their performance concerning sensitive social issues such as genetics, healthcare, 

and disease detection. Therefore, it is necessary to use the most consistent features related to the disease and avoid noisy features. Fuzzy 

logic can be used to determine feature weights and/or values used for ML model training, so that bias can be reduced or minimized. In this 

paper, we will use the Kaggle dataset of the 13 most valuable and updated features (Table 1.0) of cardiovascular disease, which is freely 

available on the Kaggle data repository for practical and testing purposes [4]. Logistic Regression and Support Vector Machine algorithms 

will be used to test the accuracy scores of different combinations of features. The primary goal of this paper is to examine the extent to 

which bias can impact human understanding and functionality of machine learning models when the data used is highly consistent and 

correlated. 
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2. Literature review 

The landscape of medical science has changed to a great extent after the COVID-19 pandemic. Researchers and doctors regularly analyze 

and discover new patterns of disease diagnosis and/or detection. Technology enhances the capacity of medical science, hence the burden 

and/or responsibility of effectively identifying and/or detecting the disease remains a major concern and responsibility for the upcoming 

algorithm or technology [5-6]. The generalization of the disease depends on how much and effectively the symptoms related to the disease 

have been studied in the past. For accurate identification of the disease, the type of disease is determined by the doctors and researchers 

based on the symptoms related to the disease and the serious consequences caused by the disease. For accurate identification of the disease, 

the type of disease is determined by doctors and researchers based on the symptoms related to the disease and the serious consequences 

caused by the disease. In this way, the disease is determined based on certain criteria. Machine learning algorithms for disease detection 

determine disease based on certain parameters (symptoms) similar to human understanding [7-8]. Here it becomes important how the data 

related to the disease has been determined. Here the role of bias in the data becomes important, the success of the learning algorithm will 

depend on the bias determining the data type. Bias in learning algorithms is determined in many ways [9], [10], [11]. The development of 

ML-based medical applications can be biased across multiple steps in the process, such as data collection, data preparation, modeling, 

evaluating, and deploying the system into clinical practice after approval. During the machine learning process, algorithmic bias can be 

classified based on when it occurs. An unbalanced model is usually the result of biased training samples. Depending on the application, 

training data bias can originate from a variety of sources, such as human labeling, sample selection, and others. When algorithm output is 

interpreted by users, a post-algorithmic bias arises [12-13]. The fairness of any kind of ML model can be depicted in the absence and /or 

triviality of bias in the use of the training dataset. Bias represents the difference between the predicted output of the model and the true or 

expected output. Bias can manifest in various ways, and it is often associated with the model's inability to accurately capture the underlying 

patterns in the data [14-15]. An ML model is trained on fewer features of related problems then the model provides the wrong prediction, 

commonly this is known as a low-bias problem. While an ML model is trained on extra features of related problems the model provides 

the wrong prediction is known as a high-bias problem [16-17]. The major reason for bias occurring in the ML model is the maximum 

distance between features and disease or in other words, the feature to be used does not cover the underlying pattern of disease and hidden 

values [18]. Bias is classified into three major categories covariate shift bias, sample selection bias, and imbalance bias.  

Covariate shift: In the Machine learning Model when the distribution of input features in the training data differs from the distribution of 

the features in testing data then a Covariate shift bias occurs. In other words when one of the important features is not covered in the testing 

datasets then the Covariate shift bias arises. The major impact of this bias is the model may struggle to generalize well to hidden patterns.  

Sample selection bias: Sample selection bias depends on how sophisticated the samples selected for model training are. If there is no 

correlation between an event that occurred in the past and the current sample, the result will not be effective. Previous events will have a 

huge impact on the outcome. Here it would be effective to see how much correlation there is between the current sample and the previous 

and/or past sample.  

Imbalance bias: Imbalance bias occurs when the data used to train a machine learning model is not uniform. That means some classes have 

significantly fewer instances used than others. Machine learning models can suffer from this class imbalance, especially in binary classifi-

cations. These are the fundamental types of bias in ML and DL models [19], [20], [21]. 

3. Impact and problem of bias 

The fairness of the ML model will depend on features that are related to the disease. In some specific diseases like cardiovascular, cancer, 

tumors, paralysis, and brain hemorrhage there is a wide range of disease symptoms, hence it becomes very difficult to determine which 

symptoms will be used to build an accurate ML model. Machine learning techniques generate a prediction of disease based on previous 

records and some specific symptoms of the disease. The machine learning algorithm captures the relation between the disease and symp-

toms of diseases and generates the result [22]. The fairness of algorithms depends on how much the disease symptoms are nearest to the 

disease and how many symptoms used in model training. This problem is commonly known as the bias problem in machine learning 

models. Failure of the model to understand the hidden values and underlying patterns of the data or not achieving the proposed results 

indicates the presence of bias. Here it will be important to understand how and to what extent the accuracy of the model will be affected 

due to bias. When a machine learning model has a high bias in its datasets, the model will suffer from the problem of underfitting. Con-

versely, if there is low bias, the model will suffer from the problem of overfitting [23 - 26]. In previously proposed models it has been 

observed that increasing or decreasing the features used in model training has a great impact on the accuracy of the model. Ghosh et al. 

Relief and Absolute Shrinkage and Selection Operator (LASSO) techniques were used for feature extraction in model training. They 

achieved 89% accuracy using the first 13 features and achieved 92% and 99.05% accuracy on reducing the features i.e. using 11 and 10 

features respectively [27]. It is noteworthy that accuracy is higher when features are fewer. The boundaries of the ML model show the 

limitations of the predictions. Hence the issues of developing an effective ML prediction model are as follows: 

• How to minimize the bias in model training for optimum machine learning model 

• How many attributes are taken for an optimum ML disease prediction model? 

• How to decide, which attributes are closest to related disease? 

• How to identify which attributes do not have hidden values that will never affect the prediction model? 

4. Methodology 

The problem of feature selection and bias in machine learning classification models is not new. In the proposed study we have used 1025 

patient records with 13 different and important features of cardiovascular disease [4] that are listed in Table 1.0. In this approach to identify 

bias and feature selection problems, we used minimal cardiovascular features for cardiovascular disease detection and/or prediction. 

 
Table 1: Dataset Description and Used Parameter 

Sl. No. Attributes Description Measurement Unit 

1 Age Age of the patients In year 
2 Sex Sex of the patients 0,1(0 = Female, 1 = Male) 

3 CP Chest pain 0,1 (0 = Typical angina, 1= Atypical angina) 

4 Trestbps Resting Blood Pressure 94-200 (In mmHg) 
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5 Chol Cholesterol 126-564 (in mg/dl) 

6 Fbs Fasting Blood Sugar 0,1 > 120mg/dl (0 = false, 1 = true) 

7 Restecg Resting ECG The numerical value (0,1,2,) 

8 Thalach Max Heart Rate 71-202 

9 Exang Exercise Enigma 0,1 (0 = No, 1 = Yes) 
10 Old peak Old peak 0-6.2 

11 Slop Slop 1,2,3 (1 = up sloping, 2 = flat, 3 = down sloping) 

12 Ca No. of Major Vessels 0,1,2,3, 
13 Thal Thalassemia Display 3 = Normal, 6 = Fixed, 7 = Reversible defect 

 

To detect bias in ML disease detection models and understand the importance of features, we divided the entire dataset into four different 

smaller datasets containing 1025 examples and 13 features. Out of 13 features, we randomly reduced features 1, 2, 3, and 4 and divided 

them into 12, 11, 10, and 09 features respectively. The details of the dataset created for feature selection and analysis of the bias problem 

are as follows. 

a) A total of 13 tables were created with 12 attributes by subtracting 1 attribute from the total 13 attributes. 

b) A total of 12 tables were created with 11 attributes by subtracting 2 attributes from the total 13 attributes. 

c) A total of 07 tables were created with 10 attributes by subtracting 3 attributes from the total 13 attributes. 

d) A total of 06 tables were created with 09 attributes by subtracting 4 attributes from the total 13 attributes. 

The created datasets are divided 8:2 and 7:3 ration into training and testing datasets. On this training and test data, the support vector 

machines and logistic regression algorithms were used to make predictions. The overall work process of the proposed research work is 

shown in below figure 1.0 

 

 
Fig. 1: ML Model for Disease Prediction. 

 

SVM: Support vector machine is used in supervised learning for solving classification as well as regression problems. The algorithm works 

on classifying datasets into two categories that are positive and negative and/or present or absent. The algorithm develops a hyperplane 

and works to define boundaries between data points based on predefined classes, labels, or output [28-29]. 

LR: Logistic regression algorithms work on classification and/or binary classification. this is a statistical algorithm used to analyze the 

relationship between two factors in data. The algorithm uses the sigmoid function to linearly combine features and parameters and the 

sigmoid function maps any real-valued number to a value between 0 and 1[30-31]. To check the accuracy of the model we calculated the 

accuracy scores on different features using Python language on Jupyter Notebook of Anaconda Navigator. Support vector machines and 

logistic regression algorithms were used for overall calculations. The proposed research is based on a classification problem and both ML 

algorithms are used to solve the classification problem. The analysis of accuracy scores of the Support Vector Machine and Logistic 

Regression algorithm on tables created with different specifications is shown in Tables 2.0, 3.0, 4.0, and 5.0 below. 

 
Table 2: Accuracy Scores on SVM and Logistic Regression Algorithm with 13 Features of Heart Disease 

Sl. 

No. 
13 Attributes of Heart Disease 

SVM Accuracy 
Score 

Logistic Regression Accuracy 
Score 

Ratio 

8:2 

Ratio 

7:3 
Ratio 8:2 Ratio 7:3 

1 
Age, sex, cp, trestbps, chol, fbs, restecg, thalach, exang, oldpeak, slope, ca, 
thal 

86.95 87.02 85.24 86.47 

 
Table 3: Accuracy Scores on SVM And Logistic Regression Algorithm with 12 Features of Heart Disease 

Sl. 

No. 

Combination of At-

tributes 
Combination of 12 Attributes of Heart Disease 

SVM Accuracy 

Score 

Logistic Regression Accu-

racy Score 
8:2 7:3 8:2 7:3 

1 A 
Sex, cp, Trestbps, chol, fbs, restecg, thalach, exang,

 oldpeak, slope, ca, thal 
86.34 87.02 84.87 86.47 

2 B 
Age, cp, Trestbps, chol, fbs, restecg, thalach, exang,
 oldpeak, slope, ca, thal 

85.24 85.63 85.12 85.21 

3 C 
Age, sex, Trestbps, chol, fbs, restecg, thalach, exang,

 oldpeak, slope, ca, thal 
82.02 82.98 82.92 84.51 

4 D 
Age, sex, cp,   chol, fbs, restecg, thalach, exang, 

oldpeak, slope, ca, thal 
86.21 87.16 85.24 87.44 

5 E 
Age, sex, cp, Trestbps, fbs, restecg, thalach, exang,

 oldpeak, slope, ca, thal 
86.34 87.72 85.85 86.75 

6 F 
Age, sex, cp, Trestbps, chol, restecg, thalach, exang,
 oldpeak, slope, ca, thal 

87.19 86.75 87.24 87.88 

7 G 
Age, sex, cp, Trestbps, chol, fbs, thalach, exang,

 oldpeak, slope, ca, thal 
86.82 87.72 86.21 87.16 

8 H 
Age, sex, cp, Trestbps, chol, fbs, restecg, exang,

 oldpeak, slope, ca, thal 
85.48 86.33 85.60 86.75 

9 I 
Age, sex, cp, Trestbps, chol, fbs, restecg, thalach,
 oldpeak, slope, ca, thal 

86.95 87.72 86.95 88.84 

10 J 
Age, sex, cp, Trestbps, chol, fbs, restecg, thalach, exang,

 slope, ca, thal 
84.82 85.35 85.36 85.91 
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11 K 
Age, sex, cp, Trestbps, chol, fbs, restecg, thalach, exang 

oldpeak ca thal 
85.48 87.16 85.73 86.91 

12 L 
Age, sex, cp, Trestbps, chol, fbs, restecg, thalach, exang 

oldpeak slope thal 
84.26 85.63 85.60 86.33 

13 M 
Age, sex, cp, Trestbps, chol, fbs, restecg, thalach, exang, 
oldpeak, slope, ca, 

84.14 85.77 85.48 86.47 

 
Table 4: Accuracy Scores on SVM And Logistic Regression Algorithm with 11 Features of Heart Disease 

Sl. 
No. 

Combination of At-
tributes 

Combination of 11 Attributes of Heart Disease 

SVM Accuracy 

Score 

Logistic Regression Accuracy 

Score 

8:2 7:3 8:2 7:3 

1 A 
cp, trestbps, chol, fbs, restecg, thalach, exang, oldpeak, 

slope, ca, thal 
85.00 85.63 84.26 84.93 

2 B 
Age, trestbps, chol, fbs, restecg, thalach, exang, oldpeak, 
slope, ca, thal 

81.82 83.13 81.46 83.54 

3 C 
Age, sex, chol, fbs, restecg, thalach, exang, oldpeak, 

slope, ca, thal 
82.19 83.96 83.53 84.51 

4 D 
Age, sex, cp, fbs, restecg, thalach, exang, oldpeak, slope, 

ca, thal 
86.36 86.50 85.99 87.16 

5 E 
Age, sex, cp, trestbps, restecg, thalach, exang, oldpeak, 
slope, ca, thal 

85.97 86.47 85.00 87.17 

6 F 
Age, sex, cp, trestbps, chol, thalach, exang, oldpeak, 

slope, ca, thal 
86.58 87.44 86.34 87.02 

7 G 
Age, sex, cp, trestbps, chol, fbs, exang, oldpeak, slope, 

ca, thal 
84.39 85.77 81.46 84.65 

8 H 
Age, sex, cp, trestbps, chol, fbs, restecg, oldpeak, slope, 
ca, thal 

84.75 85.91 82.19 85.49 

9 I 
Age, sex, cp, trestbps, chol, fbs, restecg, thalach, slope, 

ca, thal 
85.97 85.91 85.48 85.91 

10 J 
Age, sex, cp, trestbps, chol, fbs, restecg, thalach, exang, 

ca, thal 
84.14 85.21 82.80 84.23 

11 K 
Age, sex, cp, trestbps, chol, fbs, restecg, thalach, exang, 
oldpeak, thal 

84.87 85.21 84.46 85.49 

12 L 
Age, sex, cp, trestbps, chol, fbs, restecg, thalach, exang, 

oldpeak, slope 
82.43 83.96 80.73 81.02 

 
Table 5: Accuracy Scores on SVM and Logistic Regression Algorithm with 10 Features of Heart Disease 

Sl. 
No. 

Combination of At-
tributes 

Description of 10 selected Attributes 
SVM Accuracy Score 

Logistic Regression Accu-

racy Score  

8:2 7:3 8:2 7:3 

1 A 
Age, CP, Trestbps, Chol, Fbs, Thalach, Old peak, 
Slop, Ca, Thal 

83.65 85.49 84.63 84.79 

2 B 
Age, CP, Trestbps, Chol, Fbs, Thalach, Exang, Old 

peak, Slop, Thal 
82.80 84.51 81.70 82.56 

3 C 
Age, CP, Trestbps, Chol, Thalach, Exang, Old peak, 

Slope, Ca, Thal 
87.90 88.77  88.20 88.99 

4 D 
Age, Sex, Trestbps, Chol, Fbs, Thalach, Exang, Old 
peak, Slop, Thal 

82.07 84.00 81.75 82.42 

5 E 
Age, Sex, CP, Chol, Fbs, Restecg, Thalach, Exang, 

Ca, Thal 
84.14 84.10 83.78 84.79 

6 F 
Age, Sex, Trestbps, Chol, Fbs, Thalach, Exang, Old 

peak, Slop, Ca 
81.46 81.86 81.58 81.72 

7 G 
Age, Sex, CP, Trestbps, Fbs, Restecg, Thalach, Ex-
ang, Ca, Thal  

83.51 85.07 83.78 85.49 

 
Table 6: Accuracy Scores on SVM and Logistic Regression Algorithm with 09 Features of Heart Disease 

Sl. 

No. 

Combination of Attrib-

utes 
Combination of 09 Attributes of Heart Disease 

SVM Accuracy 

Score 

Logistic Regression Accuracy 

Score 
8:2 7:3 8:2 7:3 

1 A 
Age, chol, fbs, restec, thalach, exang, oldpeak, 

slope, ca,  
81.16 81.72 81.21 82.84 

2 B 
Age, cp, trestbps, thalach, exang, oldpeak, slope, ca, 
thal 

86.58 86.72 86.46 86.86 

3 C Age, sex, cp, trestbps, chol, fbs, restecg, slope, thal 82.80 83.96 82.19 82.70 

4 D 
Age, sex, cp, trestbps, chol, fbs, restecg, thalach, 
oldpeak 

82.43 83.54 81.46 81.86 

5 E 
Sex, cp, trestbps, restecg, thalach, oldpeak, slope, 

ca, thal 
86.35 86.70 86.26 86.00 

6 F 
Age, cp trestbps, chol, restecg, thalach, exang, 

ca, thal 
83.39 85.49 83.65 84.65 

5. Result and discussion 

Symptoms play an effective role in detecting the disease. There can be many symptoms related to the disease, and it is very important to 

recognize the effective symptoms, only then the disease can be accurately identified. In the proposed study, we took the 13 most relevant 

features of cardiovascular disease and identified CVD using a support vector machine and logistic regression algorithm, which achieved 

an accuracy of 87% and 86%, respectively. In the study, we observed that the maximum accuracy of the algorithm on 12 features after 
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reducing one (fasting blood sugar) was 87.75 and 87.88. While reducing two features (fasting blood sugar and resting ECG) made no 

difference in the maximum accuracy of the algorithm (i.e. 87.44 and 87.02). The accuracy was also checked on 10 and 9 features respec-

tively to understand the impact of bias and features. We observed that by reducing 3 features (i.e. sex, fasting blood sugar, and resting 

ECG), the accuracy of the model increases to 88.77 and 88.99 respectively, while by reducing 4 features (i.e. sex, cholesterol, fasting blood 

sugar, and resting ECG) The maximum accuracy of the model was observed to be 86.72 and 86.86. Table 6.0 and Graph 1.0 show the 

observations taken. 

 
Table 7: Comparison of Different Combinations of Features and Highest Accuracy Score 

Sl. 
No. 

Combination of 
Attributes 

Comparison of Selected Attributes 
SVM Accuracy Score 

Logistic Regression Accu-

racy Score  

8:2 7:3 8:2 7:3 

1 13 
Age, sex, cp, trestbps, chol, fbs, restecg, thalach, exang, 
oldpeak, slope, ca, thal 

86.95 87.02 85.24 86.47 

2 12 
Age, sex, cp, Trestbps, chol, restecg, thalach, exang,

 oldpeak, slope, ca, thal 
87.19 86.75 87.24 87.88 

3 11 
Age, sex, cp, trestbps, chol, thalach, exang, oldpeak, slope, 

ca, thal 
86.58 87.44 86.34 87.02 

4 10 
Age, CP, Trestbps, Chol, Thalach, Exang, Old peak, Slop, 
Ca, Thal 

87.90 
88.47
  

88.20 88.99 

5 09 Age, cp, trestbps, thalach, exang, oldpeak, slope, ca, thal 86.58 86.72 86.46 86.86 

 

The ML model achieved maximum accuracy on 10 different cardiovascular features that are Age, Chest pain, Resting Blood Pressure, 

Cholesterol, Max Heart Rate, Exercise Enigma, Old peak, Slop, No. of Major Vessels, and Thalassemia Display while sex, fasting blood 

sugar, and resting ECG are also played an important role in determining cardiovascular disease. Now here it is very important to decide 

which features should be removed in model training and which should not. The use of different features affected the accuracy of the model, 

now it is difficult to determine how many features should be used. Also, it becomes difficult to determine which features have a bias or 

not. Table 6.0 and Graph 1.0 show the observations taken. It is clear from the graph that the model achieved maximum accuracy on 10 

features for heart disease. Minimizing bias and determining the important features of the disease is essential for an accurate and effective 

model design. Now the main problem that arises here is that if the model is trained on limited features, then the bias in the model will 

increase and the model will become underfit. Therefore, to obtain maximum accuracy from the model, we cannot reduce disease-related 

features in model training. So, the question is how many optimal features should be taken so that the effect of bias is minimal and the 

model is not underfitting. On the contrary, to reduce the bias, more features should be used but, in this situation, the model will be overfit 

and will provide wrong results. Hence the optimal features should be used necessary in model training so that the model provides effective 

prediction. 

 

 
Fig. 2: Accuracy Score of SVM and LR. 

6. Remedies 

The results obtained from the Support Vector Machine and Logistic Regression algorithm show that bias and feature selection are major 

issues in machine learning models. If the features selected for model training have a maximum distance from the disease, the model will 

suffer from the problem of bias. Selecting optimal features in model training can prevent bias in the model so that the accuracy of the model 

will be favorable to the desired outcome. We would recommend using fuzzy logic for feature selection in machine learning model training. 

Fuzzy logic is capable of determining the values (hidden values) and boundaries of any features used in a learning model [32-33]. We can 

understand this as an example, if someone is having chest pain then three conditions will arise - very high pain, very low pain, low pain 

and/or very high blood pressure, high blood pressure, and only blood pressure. Here it is important to decide which data should be taken 

for model training. Determining this member function will decide which feature has maximum utility for model training. Member functions 

operate on mathematical notation which is as follows 

Core: Region of the universe that is characterized by full membership in the set 

μ A˜ (y) = 1. 

Support: Region of the universe that is characterized by a non-zero membership in the set 

μA˜ (y) > 0. 

Boundary: Region of the universe that is characterized by a non-zero but incomplete membership in the set 

1 > μA˜ (y) >. 

Diseases can have many symptoms and features; it is important to determine among the symptoms those that uniquely identify the disease. 

The values of features can be determined using the core, support, and boundary functions of fuzzy logic. We can decide the relevance of 

the feature to the respective disease on the behalf of member function which is to provide optimized solutions for feature selection and bias 

problems. This is a hypothetical approach to the related issues and model design. Only the experimental observations made will accurately 

verify the problem determination. 
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7. Conclusion 

In the present context, increased mortality due to diseases is a matter of concern. Machines used in medical science have made disease 

diagnosis accessible to a great extent. In medical science, techniques like machine learning/deep learning can prove to be a better option 

for disease diagnosis and/or identification. In such a situation, making an effective machine that can accurately identify diseases is a very 

responsible task that is directly related to human life. The features used to identify the disease play a major role in the ML model; the ML 

model determines the disease based on features. In the proposed research, we tested the accuracy of the cardiovascular disease model on 

various features and found that the model gives high accuracy when fewer features are used, while the accuracy is lower when more features 

are used. This problem has been shown in the research that on what basis should the features used for model training be determined so that 

the problem of bias does not arise in the model. In the research, maximum accuracy was achieved by using 10 features of cardiovascular 

disease, but features like sex, fasting blood sugar, and resting ECG also cannot be ignored. If these are ignored and the focus is placed on 

maximum accuracy then the model may be affected by bias and if they are used then the accuracy is affected. In such a situation, it is 

important to solve the question of how many features should be selected and which feature should be given priority in selection. In the 

proposed research, we have presented the hypothetical idea of using fuzzy logic for feature determination, which can be worked on in the 

future. However, machine learning and/or deep learning are effective tools that are being used in medical science and this technology will 

yield more effective and sophisticated results in the future. 
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