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Abstract 
 

In this paper, we propose a data model for prediction of the cost of raw materials in a business intelligence context. Our contribution focuses 

initially on the implementation of a model with a star representation. This model highlights the fact (cost) to be predicted according to the 

axes linked to it. Secondly, from this basic model, our contribution is based on sub-models enabling us to carry out mono-dimensional 

anal-yses of the 'cost' fact. Thirdly, from these sub-models we establish associated mathematical models that allow us to deduce a global 

mathe-matical model from our basic model using linear regression and artificial neural network techniques. The implementation of these 

mono-dimensional sub-models in a machine learning database management system 'Minds DB', produces results that allow the prediction 

of raw material costs. Also, the predictions made by “Minds DB” are computationally validated by linear regression techniques which give 

better results than those of artificial neural networks. 
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1. Introduction 

The use of data models to predict the cost of agricultural raw materials requires a great deal of explanation. For decades, many countries 

have based their development on agriculture. These countries have set up organizations and governance systems to improve producers' 

incomes and their own various gross domestic products. At times, the various products produced by these agricultural organizations are 

experiencing difficulties in gaining visibility of production costs and other costs over time. The problem of a data model for predicting 

these different costs, therefore deserves to be addressed in order to find an effective solution. In the field of information science, a data 

model describes the way in which data is represented in an organization, an information system or a database. For some authors [1], a data 

model shows a structural foundation, represented in the form of a well-defined graphical characterization of a business information system. 

Business Intelligence [2] is the technological process of analyzing data and presenting information to help executives, managers and other 

end-users in businesses and organizations make informed decisions. It encompasses a wide variety of tools, applications and methodologies 

that enable organizations to collect data from internal systems and external sources. This data is then prepared for analysis to create reports, 

dashboards and other visualization tools to make analytical results available to decision-makers and operations. To achieve this, some 

companies have implemented tools that [1] and applications with storage systems based on data models that vary from one author to 

another. In a context of improving the income of part takers through effective prediction of their income and therefore, the components, 

that make up this income, it is therefore necessary to equip ourselves with models (data and mathematical models) for acceptable prediction 

in order to harmonize the results of this prediction. 

The rest of our paper is organized as follows: 

• In section 2, we will present the state of the art 

• In section 3, we will set out our problematic 

• In section 4, we will illustrate our contribution 

• Section 5 is devoted to a discussion and we will end with a conclusion in section 6. In this section, we will outline a number of 

perspectives. 

http://creativecommons.org/licenses/by/3.0/
http://www.sciencepubco.com/index.php/IJET
https://fr.wikipedia.org/wiki/Donn%C3%A9e
https://fr.wikipedia.org/wiki/Base_de_donn%C3%A9es
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2. State of the art 

The following formatting rules must be followed strictly. This (.doc) document may be used as a template for papers prepared using 

Microsoft Word. Papers not conforming to these requirements may not be published in the conference proceedings. 

2.1. Analysis of agricultural data using data mining techniques: application of big data [3] 

In this paper, the authors focus on the analysis of agricultural data and the search for optimal parameters to maximize agricultural production 

using data mining techniques (clustering by partitioning algorithms) such as PAM, CLARA, DBSCAN and multiple linear regression. 

These clustering methods are used and compared using quality metrics. 

According to the authors of these comparisons, DBSCAN gives better clustering quality than PAM and CLARA, and CLARA gives better 

clustering quality than PAM. 

Base on the analysis, a very good job has been done, but they don't take into account the aspects linked to the analysis of sales costs in 

order to find a context for improvement.  

2.2. Application of data science and materials science to preventive maintenance in an industrial context [4] 

In this work, the authors started from the observation that data science has applications in all areas of life and can therefore be applied to 

industry. According to the authors, five industrial predictive maintenance processes are used by data scientists. These are: 

• The maintenance planning and scheduling process, 

• the decision-making process based on reliability and degradation, 

• the joint optimization process, 

• the process of estimating and optimizing maintenance costs and risks, 

• the optimization process for multi-state and multi-component systems. 

A number of techniques, scientific methods and algorithms are used to extract and apply treatments to improve industrial production. Some 

of these tools include supervised learning algorithms, unsupervised learning and reinforcement learning algorithms. 

On analysis, this work only concerns the industrial sector. It does not deal with issues linked to agriculture and therefore to the various 

costs involved. However, the techniques used to predict maintenance work could be used and even optimized for issues relating to costs 

(sales, production, etc.) and quantities (production, sales and demand) . 

2.3. Data mining and wireless sensor networks for disease and pest prediction in agriculture [5] 

This work was carried out as part of the fight against plant pests, parasites and diseases. To achieve their objectives, the authors use wireless 

sensor networks to collect temperature and meteorological data. To these data, they apply data mining techniques supported by 

mathematical models based on multivariate linear regression to make predictions about diseases and pests. 

They do not dwell on the financial and quantitative aspects of raw material production. These are all elements that can improve the living 

conditions of producers. Of course, a sick plant cannot produce a satisfactory yield, but when it is in good health, it would be ideal to 

predict its production and the financial value of that production over time. Another limitation of this excellent work concerns storage. The 

work does not specify the format in which the data collected is stored let alone the model underlying this data. 

2.4. Machine learning tools (atom) and databases 

In [14], the authors carried out a study on the design of queries for processing large volumes of time-varying data using machine learning 

techniques for distributed systems. These techniques are based on the information produced by users, the properties (response time, 

production of reliable information, processing periodicity, collection and use of processing history or log, independence of processing 

interfaces) of these systems and the various functions associated with them (learning, inference and updating). An API model for automatic 

data processing using machine learning techniques was also presented. This API [figure1] has the following functions: 

• data-store management for data to be predicted, 

• Query processor, 

• management of algorithms (model store), 

• estimation management: this includes setting the parameters for models, queries and data, as well as the various estimating functions. 

 
Fig. 1: API Function from [14]. 
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After the analysis of the functionalities presented in this work, the aspects relating to prediction based on multidimensional star models are 

not taken into account. 

2.5. Prediction model for time series [17] 

A time series is a table showing a list of values or data that change over time. Time series are used in several fields. The best known to our 

knowledge are the ARIMA and SARIMA models. 

2.5.1. The ARIMA model 

This model consists of 2 parts: 

The AR (AUTO REGRESSIVE) model, which aims to predict the value of a time series at a given date t by summing the data over a set 

of p previous instants. It represents a generalization of non- stationary series. It is composed of the AR (auto-regressive) models. 

 

                                                                                                                                                                                              (1) 

 

With 

• Xt the value at time t 

• t ϵt he error at time t 

the MA (MOVING AVERAGE) model, which aims to predict a value at time t based on the errors of the last q instants. 

 

                                                                                                                                                                                              (2) 

 

Where: 

Xt the value at time t 

the error at time t 

the coefficient associated with  

 

So the ARMA process combines an AR process and an MA process. It is noted ARMA (p, q). with 

• p = the number of lags to be considered for the auto-regressive model 

• q = the order of the MA model. 

The resulting ARMA formula is as follows: 

 

                                                                                                                                                                                 (3) 

 

                                                                                                                                                                                          (4) 

 

Limit 

Although this model is very simple and gives good results, it has a few limitations. In fact, it only gives good results only on so-called 

stationary time series, i.e. with constant means and variance. In its presentation, it does not takes into account several parameters that 

determine the value to be predicted. Seasonality (periodicity) is not also taken into account. 

2.5.2. The SARIMA model [18] 

In this work, the authors made a comparison between forecasting models based on SARIMA and SARIMAX (SARIMA applied to 

exogenous data) for forecasting the electricity production of photovoltaic power plants. They assumed that electricity production in these 

plants is seasonal. All of which led them to choose SARIMA variants to carry out their prediction work. The daily updating of the data used 

by these models enabled the authors to observe differences in the accuracy of their results. 

2.5.2 The SARIMA model [18] 

In this work, the authors made a comparison between forecasting models based on SARIMA and SARIMAX (SARIMA applied to 

exogenous data) for forecasting the electricity production of photovoltaic power plants. They assumed that electricity production in these 

plants is seasonal. All of which led them to choose SARIMA variants to carry out their prediction work. The daily updating of the data used 

by these models enabled the authors to observe differences in the accuracy of their results. 

3. Problem 

From all of the above, it can be said that some excellent research work has been carried out. Some of this work has contributed to the 

prediction of diseases and pests of plants producing raw materials, while others have involved the use of data mining techniques with their 

corollary processing tools. However, this work does not take into account the aspects linked to storage, or the model that will enable 

standardized storage to be set up, so that prediction work can be carried out taking time into account.  
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To make predictions based on data produced over time (year - half-year - quarter - month, etc), there is a need to harmonize and produce 

a data model incorporating this factor (time). This would enable governments to plan the sale of raw materials in order to improve producers' 

incomes based on predicted selling prices. 

4. Contribution 

In order to have a complete prediction system in the agricultural domain, our contribution is firstly to setup a multidimensional data model 

(integrating the notion of time) ensuring complete storage of the data to be used for predictions. An analysis is then carried out, leading to 

the formulation of mathematical models associated with different data models. This contribution is implemented in a machine learning 

environment associating databases (under MinsDb) by combining linear regression and neural network algorithms in order to measure the 

effectiveness of our proposal. 

4.1. Modelling 

Firstly, we propose a storage model derived from static modelling techniques for information systems [6]. It presents entities linked 

together by relationships. The degree of connection between these entities is represented by cardinalities (Figure 2). 

 

 
Fig. 2: Cardinality and Association. 

 

Our model takes into account the relevance of the data (enabling a concrete improvement in producers' income). These data are: price, year, 

quantity produced, quantity demanded, reserve and consumption index. To do this, we propose objects that form the basis of our model. 

They have two (2) types of attributes: 

• simple attributes and 

• attributes qualified as identifiers (enabling others to be found uniquely without duplication). 

This allows our model to avoid duplicate predictions. The objects we propose are : 

• "YEAR", characterized by its identifier (year ID) and its value (Year), is the object used to identify the year in which the prediction 

is to be made. 

• "COUT_PRODUIT " This object contains the "price" information that we wish to predict. This information could be a function of 

the quantity demanded (in a supply and demand context), the quantity produced (constituting the supply), the reserved quantity 

(quantity_reserved) and the consumption index (Val_index). 

• "QUANTITY_DEM", representing market demand. It is used in the trade balance. 

• "QUANTITY_RES", representing the reserve in the event of a product shortage. It could be used for speculation 

• "QUANTITY_PROD" representing the producers' production 

• "INDEX_CONSO” it Represents the ratio between the quantity consumed and the quantity produced. In other words, it represents 

the proportion of production consumed  

 

 
Fig. 3: Cost Forecast Raw Data Model. 

4.2. Model transformation 

In order to make an efficient prediction of the raw material price, we present a model (Figure 4) represented in the form of a star. It is 

obtained by transformation of figure 3. In this model we have 2 types of objects: dimension tables and fact tables.  

In business intelligence, a fact-table represents the fact that we want to analyze. In our case, the fact is represented by the 'COST' table. 

The other tables represent the dimensions of our analyses. 

The dimensions are Year, Quantity_Prod, Quantity_Res, Quantity_Dem And Index_Cons.  

These are the axes along which the fact is analyzed or predicted. 

Table 1 below shows each entity and its role in the model (Figure 4). 
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Fig. 4: Star Representation of Data Model. 

 
Table 1 : Classification of Entities (Fact or Axis) 

Denomination on Roles Fac t Axis 

COST Represents the item to be analyzed (price of sale) yes  

YEAR Represents the analysis period. So it represents the time analysis  yes 

QUANTITY_PROD Represents the quantity of material first produce d   yes 
QUANTITY_DEM Represents the quantity of raw material requested on the market  yes 

QUANTITY_RES Represents the product reserve. It could be used for the speculation  yes 

CONSO_INDEX It represents the proportion of the production  yes 

 

Mathematical variables from the model 

Analyzing the model (Figure 4) and the definitions in Table 1, we define the following variables: 

cp = selling price 

An = year of prediction, 

qp= quantity produced, 

qd = quantity demanded, 

qr = reserve quantity , 

ic = consumption index 

4.3. Prediction sub-models and mathematical modelling 

In this part of our contribution, we presented the data sub-models, their associated mathematical models and the various relationships 

between these models. 

• Sub-model 1 (Figure 5) 

This sub-model links the 'COST' and 'YEAR' entities, and can be used to store and carry out predictive analyses of the 'COST' , 'YEAR' and 

selling price, taking into account the period .  

 
Fig. 5: Cost Per Year Prediction Sub- Model. 

 

Figure 5 provides a prediction of the selling price by period. It could be refined by breaking down the year into months, weeks, days, etc. 

Mathematically, saying that this sub-model 1 (Figure 5) links the 'COST' and 'YEAR' entities is means that these entities are linked by a 

function that we denote fsm1, which is such that : 

 

Cp = fsm1(an).                                                                                                                                                                                               (4) 

 

This function bases its argument on a series of discrete values that can be understood as a time series (where an represents a time variable). 

Sub-model 2 (Figure 6) 

Here, this sub-model links the 'COST' and 'QUANTITY_PROD' entities. It is used to store and predict the selling price (COST) as a 

function of the quantity produced. 
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Fig. 6: Sub-Model for Predicting Cost as A Function of Quantity Produced. 

 

Figure 6 shows a prediction of the evolution of the cost (selling price) given the evolution of the quantity produced. 

Mathematically speaking, if we call cp the cost to predict, we can write: Mathematically, saying that this sub-model 2 links the entities 

'COST' and 'QUANTITY_PROD', means that these entities are linked by a function that we denote fsm2 which is such that : 

 

Cp2 = fsm2(an, qp)                                                                                                                                                                                         (5) 

 

• Sub-model 3 (Figure 7) 

This sub-model links the 'COST' and 'QUANTITY_RES' entities. It is used to store and predict the selling price (COST) as a function of 

the reserve quantity. 

 

 
Fig. 7: Cost Prediction Sub-Model. 

Mathematically, saying that this sub-model 3 links the entities 'COST' and 'QUANTITY_RES', means that these entities are linked by a 

function that we denote fsm3 which is such that : 

 

Cp3 = fsm3(an, qr)                                                                                                                                                                                         (6) 

 

• Sub-model 4 (Figure 9) 

This sub-model links the 'COST' and 'CONS_INDEX' entities. It is used to store and predict sales prices (COST) as a function of the 

consumer index. 

 

 
Fig. 8: Cost Sub-Model - Consumption Index. 

 

Mathematically, this sub-model 4 links the 'COST' and 'CONS_QUANTITY' entities, 

In other words, these entities are also linked by a function that we call fsm4 which is such that : 

 

Cp4 = fsm4(an, ic)                                                                                                                                                                                          (7) 

 

• Sub-model 5 (figure 9) 

This sub-model links the 'COST' and 'QUANTITY_DEM' entities. It is used to store and predict the selling price (COST) as a function of 

the quantity requested. 

 

 
Fig. 9: Cost - Quantity Demanded Sub-Model. 

 

Mathematically, saying that this sub-model 4 links the entities 'COST' and 'QUANTITY_DEM' also means that these entities are also 

linked by a function that we denote fsm5 which is such that : 

 

Cp5 = fsm5(an, qd)                                                                                                                                                                                         (8) 
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4.4. General mathematical model 

Based on the Analysis of the data model shown in Figure 4 and the classification shown in Table1, taking into account the 

mathematical models derived from sub- models 4, 5, 6, 7 and 8, leads to the following conclusions: 

 

Cp1 = fsm1(an). (4) 

Cp2 = fsm2(an, qp) (5) 

Cp3 = fsm3(an, qr) (6) 

Cp4 = fsm4(an, ic) (7) 

Cp5 = fsm5(an, qd) (8) 

a) Application of linear regression techniques 

By linear combination we obtain : 

 

P = ∑Cp = fsm1(an) + fsm2(an, qp) + fsm3(an, qr) + fsm4(an, ic)+ fsm5(an, qd) (9) + εi                                                                  (9) 

 

CP is written : 

 

Pi = β0 + β1offeri,1 + β2productioni,2 + + β3reservei,3 + β4consoi_index,4 + β5demandi,5 + εi                                                                    (10) 

 

With: 

Pi is the i-th observation of the price variable ; 

offeri,1 is the i-th observation of the variable offer; 

production i,2= the i-th observation of the production variable; 

reservei,3 is the i-th observation of the reserve variable; 

index_consoi,4 is the i-th observation of the consumption index variable;  

demandi,5 is the i-th observation of the demand variable; 

εi (the stochastic component) is the model error. 

From equation (10), we can see that if we apply linkage regression, the value Pi is our endogenous variable and we have 5 exogenous 

variables which are offeri,1 , productioni,2 + reservei,3 + consoi_index,4 + demandi,5 . Thus the difference generated by our model, which we 

call E, is 

E = C-Ĉ .  

after calculating the correlation coefficient between the cost and each exogenous variable, we also calculate the RMSE (Root Mean Square 

Error), which is the "average" of the squares of the residuals . of our model . the rmse is such that : 

RMSE = SRes / (n -p - 1) 

With :  

• SRes = sum of Ri² (sum of residuals squared); 

• n: number of individuals; 

• p: number of explanatory variables;  

• (n p-1): number of degrees of freedom. 

NB: The smaller the RMSE, the better of the regression. 

b) Application of technique neural network 

For our model we have one endogenous variable which is the forecast cost P and 5 exogenous variables which are: 

supply, production, reserve and consumption index and demand, 

 
Input layers Hidden Layers Output 

Offer 

Demand 

Consumption index 
Production 

Reserve 
 

Price 

Fig. 10: Schematic Diagram of A Multilayer Perceptron Illustrating Cost Prediction from the Observation of Criteria Involved in Determining Cost. 

 

Cost (pricei ) is the i-th observation of the price variable. 

Offer (offeri,1 ) is the i-th observation of the offer variable. 

Demand (demandi,2) is the i-th observation of the variable demand. 

Consumption index (consoi_index,2 ) is the i-th observation of the consumption index variable. 

Reserve (reservei,3 ) is the i-th observation of the reserve variable. 

• Determination of parameters 

Architecture: our network will be made up of 4 layers. The first layer will have 4 neurons, the second layer 5 neurons, the third layer 7 

neurons and the last layer 1 neuron. 

Sum function: the operator which combines the Wi weights is the sum.  

Transfer function: the function to be applied to the result of the summation function is the sigmoid. 

 

g(x)=  

 

With g(0) = 0.5 g(-∞) = 0 and g(+∞) = 1 

 

Learning phase Learning consists of iteratively descending the network, adjusting the weights at each pass according to the error 

calculation, until there are no more 
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Improvement. To achieve this, an error back propagation algorithm is used. 

Back propagation error algorithm 

This algorithm is based on minimizing the squared error between the calculated (actual) and desired (desired) outputs. The term gradient 

back-propagation comes from the fact that the error calculated at the output is transmitted in the opposite direction to the input. 

• Test phase, performance evaluation the performance of our network can be evaluated on the basis of various parameters.  

Firstly, it is possible to assess the error between the desired values and the values calculated by the output layer of the neural network. To 

do this, we calculate the RMS (Root Mean Square) parameter, which adds up the squares of the errors for each neuron in the output layer 

and takes the square root of this sum divided by the number of neurons in the output layer. 

4.5. Implementing the model 

To implement our proposal, we are using tools that include the possibilities of machine learning and databases. Machine Learning enables 

us to carry out our prediction work on the basis of the data contained in our model and its sub-models. In terms of data storage, we are 

implementing our data model using SQL (structured query language) combined with the prediction functions of the 'MindsDb' tool. We are 

using the possibilities offered by mindsdb for the prediction of data based on time series, as our main data model includes information 

that allows us to make predictions according to time (year in our case). 

The framework used, combining machine learning, databases for storage and prediction is "MINDSDB"[15] . 

Our implementation procedure is as follows:  

• Database creation  

• Predictor creation and training  

• Implementation of the mathematical model  

• Model simulation and training with linear regression and neural network algorithms. 

4.5.1. Creation of the storage database and its structure 

The structure of our database contains the following elements (quantities requested, quantities produced, residual quantities, consumption 

indices and sales prices to be predicted) 

Syntax for creating the database. 

CREATE DATABASE data-source_name [WITH] [ENGINE [=] engine_name] [, PARAMETERS [=] { "key": "value",...}]; 

With : 

• [data-source_name] = Identifier for the data source to be created 

• [engine_string] = Engine to be selected depending on the database connection. 

• PARAMETERS = {"key": "value"} object with the connection parameters specific for each engine. 

Example: 

CREATE DATABASE example_db WITH ENGINE = "postgres", PARAMETERS = {"user": "demo_user", "password": 

"demo_password", "host": "3.220.66.106", "port": "5432", "database": "DB_PRED"}; 

4.5.2. Creation of our predictor and training 

It uses the following syntax: 

CREATE PREDICTOR mindsdb.[predictor_name] FROM [integration_name] (SELECT [sequential_column], [partition_column], 

[other_column], [target_column]) 

FROM [table_name]) 

*** Creation of the predictor PREDICT [target_column] ORDER BY [sequential_column] GROUP BY [partition_column] WINDOW [int] 

HORIZON [int].  

 
Table 2: Explanations of Elements Contain in Sytax 

Expression Description 

[Predictor_name] Model name to create. 

[integration_name] 
Name of the integration created using the CREATE DATABASE 

statement or a data file 

(SELECT [column_name, ...] FROM [ta-
ble_name]) 

SELECT Declaration of selection of data to be used for training and validation. 

PREDICT [target_column] target_column is the column to be predicted. 

ORDER BY 
[sequential_column] 

The column by which time series is ordered. It can be a date or anything that defines the sequence of 
events. 

WINDOW [int] 

The number of rows to look back at when making a prediction. It comes after the rows are ordered by the 

column defined in ORDER BY and split into groups by the column(s) defined in GROUP BY. This could 
be interpreted as "Always use the previous 10 rows". 

HORIZON [int] It is optional. The number of future predictions (it is 1 by default). 

 

This syntax contains the elements explained in the following table (table 1): 

For example, 

CREATE PREDICTOR mindsdb.sales_price FROM example_db 

(SELECT * FROM cost.selling_price PREDICT selling_price ORDER BY year GROUP BY product_id WINDOW 20 HORIZON 7); 

The model is trained automatically. 

4.5.3. Implementation of our general mathematical model 

According to economists, the price of a good depends on the law of supply and demand. To set up the model, we will opt for multiple 

regression at first. Next, we will use neural networks to enhance the efficiency of our forecasting model. 

To do this, we consider price to be a dependent variable and demand, reserve, consumption index and supply to be the independent variables. 
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4.6. Results 

After training our predictor, we make a prediction based on three algorithms evaluating 2 parameters each. Also, after creating the database 

for storing and training our models using two algorithms: linear regression and neural networks from which we calculate the correlation 

coefficients and RMS, we obtain the results in Table 2 below. 

Comparison of the performance of our models 

Several criteria are used to test performance of our different prediction models. among these we present the correlation coefficient and the 

RMS. 

 
Table 1: Comparison of the Performance of Our Models 

Algorithm s 
Results 
Correlation coefficient RMS 

Linear regression 0.785 357.096 

Neural networks -0.239 856.529 

 

Based on the analysis of these results, we can say that linear regression produces much better results than neural networks, as it has a lower 

RMS than neural networks. 

5. Discussion 

In our work, we call "prediction axis" any element that gives us an idea of the evolution of a parameter (the fact). Under these conditions, 

our model (figure 3) as presented can enable us to make monodimensional predictions (one dimension only) and/or to deduce 

multidimensional predictions (several dimensions). These different predictions are also free of duplicates, given the presence of atomic 

identifiers for the attributes present and used by the model. The use of modeling techniques derived from business intelligence enables us 

to overcome some of the rigid constraints imposed by conventional modeling techniques. Indeed, business intelligence modeling techniques 

require that data sources be well known, in order to better calibrate data storage. In our case, the data sources could be the databases of 

agricultural organizations (state structures, cooperatives, ministries of agriculture and other agricultural umbrella organizations such as the 

ICCO). The adoption of our models for the collection, analysis and prediction of raw material costs could reduce and eliminate any 

difficulties in improving the living conditions of producers in countries that have focused their development on agriculture. Our proposal 

would also contribute to improving their GDP (Gross Domestic Product) growth. On a technical level, our proposal could speed up cost 

prediction work in the agricultural sector. 

6. Conclusion and future work 

The aim of the present work is to set up models to improve the prediction of raw material costs. To do this, we reviewed the most 

representative works to our knowledge. Of these, we have identified the limitations and made our own contribution, which consists in 

adopting data models that enable both monodimensional and multidimensional analysis. To these models, which manage the storage of the 

data to be analyzed, we have associated mathematical models to ensure the computational and algorithmic aspect of our work. Future work 

on implementing these models could turn to the use of machine learning technologies (in terms of algorithms) and datamining (for storing 

the data to be analyzed). In fact, these technologies would enable several algorithmic implementations to be used to compare prediction 

results 
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