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Abstract 
 

These days, heart disease comes to be one of the major health problems which have affected the lives of people in the whole world. 

Moreover, death due to heart disease is increasing day by day. So the heart disease prediction systems play an important role in the 

prevention of heart problems. Where these prediction systems assist doctors in making the right decision to diagnose heart disease easily. 

The existing prediction systems suffering from the high dimensionality problem of selected features that increase the prediction time and 

decrease the performance accuracy of the prediction due to many redundant or irrelevant features. Therefore, this paper aims to provide a 

solution of the dimensionality problem by proposing a new mixed model for heart disease prediction based on (Naïve Bayes method, and 

machine learning classifiers). 

In this study, we proposed a new heart disease prediction model (NB-SKDR) based on the Naïve Bayes algorithm (NB) and several machine 

learning techniques including Support Vector Machine, K-Nearest Neighbors, Decision Tree, and Random Forest. This prediction model 

consists of three main phases which include: preprocessing, feature selection, and classification. The main objective of this proposed model 

is to improve the performance of the prediction system and finding the best subset of features. This proposed approach uses the Naïve 

Bayes technique based on the Bayes theorem to select the best subset of features for the next classification phase, also to handle the high 

dimensionality problem by avoiding unnecessary features and select only the important ones in an attempt to improve the efficiency and 

accuracy of classifiers. This method is able to reduce the number of features from 13 to 6 which are (age, gender, blood pressure, fasting 

blood sugar, cholesterol, exercise induce engine) by determining the dependency between a set of attributes. The dependent attributes are 

the attributes in which an attribute depends on the other attribute in deciding the value of the class attribute. The dependency between 

attributes is measured by the conditional probability, which can be easily computed by Bayes theorem. Moreover, in the classification 

phase, the proposed system uses different classification algorithms such as (DT Decision Tree, RF Random Forest, SVM Support Vector 

machine, KNN Nearest Neighbors) as a classifiers for predicting whether a patient has heart disease or not. The model is trained and 

evaluated using the Cleveland Heart Disease database, which contains 13 features and 303 samples.  

Different algorithms use different rules for producing different representations of knowledge. So, the selection of algorithms to build our 

model is based on their performance. In this work, we applied and compared several classification algorithms which are (DT, SVM, RF, 

and KNN) to identify the best-suited algorithm to achieve high accuracy in the prediction of heart disease. After combining the Naive 

Bayes method with each one of these previous classifiers the performance of these combines algorithms is evaluated by different 

performance metrics such as (Specificity, Sensitivity, and Accuracy). Where the experimental results show that out of these four 

classification models, the combination between the Naive Bayes feature selection approach and the SVM RBF classifier can predict heart 

disease with the highest accuracy of 98%. Finally, the proposed approach is compared with another two systems which developed based 

on two different approaches in the feature selection step. The first system, based on the Genetic Algorithm (GA) technique, and the second 

uses the Principal Component Analysis (PCA) technique. Consequently, the comparison proved that the Naive Bayes selection approach 

of the proposed system is better than the GA and PCA approach in terms of prediction accuracy.  
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1. Introduction 
 

The main objective of hospitals is to provide high levels of health care and good treatment services within the best of their potentials and 

qualities. Health care includes a specific set of basic services provided by institutions in both the public and private sectors. They present 

treatment for health problems as well as disease prevention plans and also improvement of health behaviors according to the patient's 

situation. This health care system includes hospitals, pharmacies, and clinics, places with human medical cadre's workers such as doctors, 

nurses along with workers in the field of medical research, people having the aim of providing citizens with health care [1]. 

Health care is provided to all patients in hospitals to achieve the general benefit. The benefit of high quality because it is related to human 

life. It should be direct contact between the beneficiary of health care services and the hospital. Health care service can only be provided  
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in the presence of the patient himself for examination, analytical procedure, and diagnosis of treatment but there is a delay in the provision 

of health services [2]. 

The hospital database has a huge amount of data such as patient information, and health information. Where, patient's information includes 

(patient number, patient name, patient age, address, date, gender), and health information includes (date, doctor's number, patient number, 

patient type, doctor's report, examination number, prescription number, type of medication), in addition to data on the drug itself (name of 

medicine and quantity of medicine) [3]. Moreover, the medical historical record of the patient helps the doctor to follow up on the patient's 

situation by going through his files, which contain general medical tests, results, and treatment prescriptions. Those patient's files must be 

available for the doctor in the hospital database [4]. 

Usually, the disease is diagnosed based on the experience of the doctor, rather than using useful information gained from the hospital 

database. Sometimes, doctors may fail to assume correct decisions when diagnosing the disease. So the treatment may include bias and 

errors. This may also result in a negative effect on the patient's health. Presently, doctors are using many scientific technologies such as 

automatic prediction systems for both identification and diagnosing several types of diseases. 

Successful treatment is always associated with a right and accurate diagnosis. Cleveland Heart Disease database consists of 13 features that 

described the medical information of the patients, as some of these features are irrelevant and not important to the prediction process. Most 

of the existing heart disease prediction systems are depending on all features in the database and uses it to predict if a patient is suffering 

from heart disease or not, without giving importance to reducing the number of features and choosing the best one for the prediction. This 

leads to the appearance of a high dimensionality problem that may reduce the prediction results and reduce the performance accuracy of 

prediction. 

The principal contribution of this paper will be to propose a mixed algorithm (NB-SKDR) as a new classifier for heart disease prediction 

in the aims to address the high dimensionality problem of features and improve the prediction accuracy. We implementing our proposed 

system by combining the Naive Bayes (NB) feature selection algorithm with different classification algorithms (DT, SVM, RF, and KNN) 

and compare their effect on accuracy and classification performance. 

The rest of the paper is organized as follows. Section 2 reviews some of the related work that used different classification techniques to 

classify heart disease. Section 3 contains the steps for implementation of the proposed heart disease prediction model. Section 4presents 

the performance results of the proposed system and compares the results with some other systems in the same 

field. Section 5 concludes this study.  

 

 

2. Related work 
 

In this section, we will discuss an overview of the previous studies that proposed various systems to predict the problem of heart disease 

by using various classification techniques such as (Decision Tree, Random Forest, Nearest Neighbor, and Support Vector Machine). 

Moreover, several techniques of feature selection have been presented in this section. 

In [5], the authors have presented a new model for predicting heart disease using data mining techniques to predict the likelihood of a 

patient getting a heart disease. In this research, the supervised machine learning algorithm (Naive Bayes, KNN, and DT) was applied on 

the Cleveland Heart Disease dataset which represents the historical medical files and contains 303 records with 13 attributes. The 

performance of the classifiers is evaluated and their results achieved 52.3% of accuracy when using the Naive Bayes classifier, while DT 

and KNN obtained 52%, 45.6% of accuracy respectively. 

Authors in [6] introduced a paper in which they implemented DT, SVM, RF, Naive Bayes, and Logistic Regression for the prediction of 

heart disease. The main purpose of this study was to help doctors with the prediction by comparing the prediction accuracy of different 

machine learning algorithms. The author depends on the heart disease database which includes 303 records and 13 attributes. After 

experimentation, it was concluded that SVM and RF obtained 84%, 91% of accuracy respectively, both algorithms generated better results 

compared to another algorithm. 

In the paper presented by [7], the authors proposed a new hybrid methodology for the classification and prediction of heart disease based 

on GA (Genetic Algorithm) and SVM RBF supervised learning technique. The GA is used as a feature reduction algorithm to identify the 

best subset of features by select “N best features for classification out of total M features” to improve the SVM RBF classification with 

high accuracy. This hybrid approach has been applying on the Cleveland Heart Disease database to reduce the features from 13 to 7. The 

classification result achieved by this study is 88.1% of accuracy for the diagnosis of a disease.  

In this paper [8], the authors developed a new heart disease prediction model by combining two different algorithms which are Principal 

Component Analysis (PCA) and Support Vector Machine (SVM) with the aim to achieve improved accuracy for the prediction. The 

researchers developed this model in two stages. In the first stage, the PCA technique was used as a reduction algorithm to select relevant 

features from the Cleveland Heart Disease dataset, where it was able to reduce the features from 13 to 6 features that are essentially more 

related to the diagnosis of heart disease. In the second stage, the authors used the SVM RBF algorithm as a classifier for the prediction 

process. The proposed model has shown 54.3% accuracy in predicting.  

In another study conducted by [9], the authors developed a hybrid heart disease prediction system that helps the doctors to diagnose the 

patient based on patient conditions. The Hybrid classification approach includes two algorithms (KNN and DT), the KNN algorithm is 

applied for prediction analysis, and a decision tree is applied for classification. The result of classification shows 86% of accuracy by using 

DT and KNN with n number of neighbors. The main limitation of this study that the accuracy of hybrid KNN and DT is not enough.  

In this study [10], the authors attempt to specify the most efficient data mining technique used for medical prediction purposes by reviewed 

168 articles associated with the implementation of data mining for medical prediction systems between 1997 and 2018. The authors selected 

85 of these studies identified by using databases like IEEE Explore, Google Scholar, Science Direct, and Springer Link. After analysis of 

all selected studies, the authors demonstrate that the hybrid method provides better prediction accuracy results than using one algorithm as 

alone such as the study of [11]. So using the hybrid approach is recommended in future studies. 

Another attempt to provide a comparative study of several machine learning algorithms is done by [12]. The authors apply (KNN, DT, and 

SVM) algorithms on the Cleveland Heart Disease database to compare the performance of the prediction. The results of the experiments 

indicate that the KNN gives an accuracy of 83.1% when the value of 𝐾 equals 9, while DT and SVM achieved 82.1%, 84.1% of accuracy 

respectively.
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3.  Methodology 
 

This section provides the main phases of the proposed prediction model for classifying heart disease. Important concepts such as the data 

set, classification algorithms, and data mining techniques are described following. 

3.1  Database description   

The dataset used in this study to build our proposed system is the Cleveland Heart Disease dataset. This dataset is obtained from the 

University of California, Irvine (UCI) machine learning repository and available online at: 

(http://archive.ics.uci.edu/ml/datasets/Heart+Disease).This dataset contains 303 samples (rows) for patients who are suffering from the 

disease or not, and a total number of 76 features (columns) to describe the medical information of patients such as analyzes and medical 

examinations. But all published experiments among them [13] and [9] refer to using only 14 of those features which are closely linked to 

heart disease, it was observed that heart disease prediction was only dependent on 14 features that affect the incidence of heart disease. 

Moreover, The Cleveland Heart Disease dataset free from noisy data and contains very little null data. So, it is one of the most commonly 

used databases for heart disease prediction systems. The database attributes used in this study are described in Table 1. Also, Fig.1 displays 

part of the heart disease database used. 

 
Table 1: Description of the Cleveland Heart Disease dataset 

Attribute Description Value 

Age displays the age of the individual in year Child (0-12 years) 

Adolescence (13-18 years) 
Adult (19-59 years) 

Senior Adult (60 years and above) 

Sex displays the gender of the individual 

 

Male=1 

Female=0 

CP displays the type of chest-pain experienced 
 by the individual 

Typical=1 
Atypical=2 

Non-anginal pain=3 

Asymptomatic=4 

Trestbps displays the resting blood pressure value of 

 an individual in mmHg(unit) 

(less than 120)/(less than 80) = 0: Ideal 

(120-129)/(80-84) = 1: Normal 

(130-139)/(85-89)= 2 :Up-Normal 
( Higher than 140)/( Higher than 90)= 3 

Higher( Stage1,Stage2,Stage3) 
 

Chol Serum Cholesterol in mg/dl 0 = Optimal < (150) 
1= Desirable  (150 – 199) 

2 = High (200 – 399) 

3 = Very high  ≥ (400) 

Fbs Fasting Blood Sugar > 120 mg/dl) 1 = true / 0 = false 

restecg Resting Electrocardiograph Results 
 

0 = normal 
1 = having ST-T wave abnormality 

2 = left ventricular hyperthrophy 

thalach Displays the max heart rate achieved 
by an individual. 

 

0= Low <111 
1= Medium 111 – 141 

2= High >141 

exang Exercise induced angina 

 

1 = Yes  /  0 = No 

oldpeak ST depression induced by exercise relative to rest, 
 displays the value which is an integer or float. 

Domain:0- 6.2 

Slope 

 

The Slope of The Peak Exercise ST segment 1= Up Sloping 

2= Flat 

3=Down Sloping 

Ca Number of major vessels (0-3) colored by 

 fluoroscopy 

 

0 = 8 Vessels 

1= 3 Vessels 

2 = 2 Vessels 
3 = 1 Vessels 

thal Displays the Thalassemia Test 3 = Normal 

6 = Fixed defect 
7 = Reversible defect 

target Displays whether the individual is suffering from  

disease or not 

0= Uninfected / 1= infected 

http://archive.ics.uci.edu/ml/datasets/Heart+Disease
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              Fig. 1:  Part of the Cleveland Heart Disease database 

 

3.2 Technical background 

In this section, we will introduce a description of different classification methods used for diagnoses of heart disease as the following: 

Decision Tree Algorithm (DT): A Decision Tree is a graphical method that is frequently used to visually and explicitly represent the 

decision, it can be used to solve both regressions and classification problems. A decision tree includes decision nodes, branches, and leaf 

nodes. Each decision node represents a feature (attribute), also each branch presents sequence rules that can be used to classify the data, as 

well as each leaf node matches to a class label that represents the decision result. To build a Decision tree algorithm we need to perform 

heuristic measures that can lead us to the best possible split of the tree. Entropy and Information Gain are two of those heuristic measures 

where entropy is used for controls how a decision tree decides to split the data, it can be calculated as shown in equation (1) according to 

[14]. While the Information Gain (IG), measures how much information a feature gives us about the specific class we will use it to decide 

the ordering of attributes in the nodes of a decision tree, it can be defined using equation (2) according to [15]. 

𝑬 =  ∑ −𝒑𝒊𝒍𝒐𝒈𝟐

𝒏

𝒊

𝒑𝒊 

Where 𝑝𝑖   the probability/percentage of samples, that belong to class i for a particular node. 

𝑮 = 𝑬(𝒑𝒂𝒓𝒆𝒏𝒕) − 𝑨𝒗𝒆𝒓𝒂𝒈𝒆 𝑬(𝒄𝒉𝒊𝒍𝒅𝒓𝒆𝒏) 

 

Where 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐸() mean the sum of weighted entropies of each branch (children) from the parent node.  

 

Support Vector Machine (SVM): SVM is a type of supervised machine learning algorithm and a widespread method for many machine 

learning tasks, also it is a useful technique for classification both linear and non-linear data, and it is proposed by [16]. When the data is 

linearly separable, the task of SVM is to find the optimal hyperplane line ”decision boundary” that separates the data in two classes (to the 

left, and the right ) of the hyperplane line. On the other hand, it is not possible to find a hyperplane for the non-linear separation problem. 

So, the kernel function is used to transform the data from low dimensional into a higher dimensional in aims to make the data more suitable 

for classification purposes as explained by [17]. SVM algorithm uses different types of Kernel Functions to map the original dataset (linear 

or nonlinear) into a higher dimensional space in an attempt to make it as a linear dataset. Linear, Nonlinear, Polynomial, Radial Basis 

Function (RBF), and Sigmoid are different types of kernel functions. The most used type is RBF, and it can be defined by equation (3) 

according to [18].  
 

𝑲(𝒙, 𝒙′) = 𝒆𝒙𝒑 (−𝜸||𝒙 − 𝒙′||𝟐) 

 

Where x and x' are two samples represented as feature vectors in some input space. While γ is a parameter that sets the “spread” of the 

kernel. 𝛾 =
1

2𝜎2 

Nearest Neighbor Algorithm (KNN): This is a powerful classification algorithm used for performing both classification and regression 

predictive problems. KNN is a none- parametric and lazy learner algorithm because it does not have a specialized training phase it always 

memories all training datasets and uses it when predicts a new data point [19] Besides, the KNN algorithm reaches its decision based on 

similarity measures to calculate the distance between a new sample to predict and existing training samples, the training sample that has a 

shorter distance to the new one is more likely to have the same class label. Euclidean Distance is one of the most used distance metrics to 

calculate the distance between two points [20], and it is given by equation (4).  

𝒅(𝒑, 𝒒) =  √(𝒒𝒊 − 𝒑𝒊)
𝟐 

Where 𝑞𝑖 is the coordinate of the first point, and 𝑝𝑖 is the coordinate of the second point. 

 

 

(1) 

(2) 

(3) 

(4) 
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Random Forest Algorithm (RF): it is a composite classifier consisting of many decision trees and used for both classification and 

regression tasks. Furthermore, the random forest algorithm builds several decision trees on different random samples from a specific dataset 

[21]. In this algorithm, each one of the decision trees can be built separately on a subset of the data using the Entropy and Information Gain 

heuristic to get a final result (decision). Typically, the random forest algorithm is based on a voting technique that selects the most voted 

prediction result as the final decision [22]. 

 

Naïve Bayes Algorithm (NB): This algorithm is a powerful probabilistic representation that can be used to create models with the predictive 

capability to display the probability of each input attribute for the predictable state. This algorithm relies on the Bayes Theorem which 

describes the probability of a feature based on prior knowledge of conditions that might be related to that feature [23]. Naive Bayes algorithm 

is considered to be "naïve" because the independence between every pair of features to given the value of the class variable is the major 

assumption to make a prediction. Although the Naive Bayes (NB) algorithm is simple, it is very effective in many real world datasets because 

it can give better predictive accuracy. 

 

3.3 The proposed (NB-SKDR) heart disease prediction system  

In this research, a mixed heart disease decision support system (NB-SKDR) is introduced. The proposed system is based on the Naive Bayes 

technique (NB) to select the best subset of features and four machine learning algorithms Namely (DT, RF, SVM, and KNN) as a classifier. 

The proposed (NDRV-NB) system contains three main phases including preprocessing, feature selection, and classification phase. The main 

objective of this system is to identify the best subset of features for classification and optimize the accuracy of the heart disease prediction 

system. The proposed system framework is presented in Fig.2. Also, the proposed system phases are described in the following subsection. 

 
 Fig. 2: The proposed (NB-SKDR) heart disease prediction model framework. 

 

 

3.3.1 The preprocessing phase 

Data preprocessing is one of the data mining matters and considered to be one of the top main phases of the prediction process. The primary 

objective of data preprocessing is to prepare and transform the raw data that may have incomplete records, noise value, outlier, and 

inconsistent data into a useful and suitable format. It includes several strategies like Data Cleaning, Data Transformation, and Data Reduction 

strategy. Moreover, Any Decision Support System which handles a very large volume of data requires effective Data Preprocessing to 

enhance the input dataset reliability and availability before running and analysis as demonstrated by [24]. 

In this proposed system, the preprocessing phase achieves through several steps such as filtering and discretization operation. Where both 

operations have been applied on the Cleveland heart disease dataset. The null data are firstly solved by pass the dataset through a filtering 

technique that replaces all null values with a value inferred from the column values.  Then, the dataset was discretized into the proper format 

for the feature selection and classification process. The data preprocessing operations are illustrated in the following subsections. 

• Filtering Technique: Any null values that existed in the dataset negatively effect on the feature selection and later on the classification 

process. Also, null data causes two primary problems. First, leads to loss of precision due to fewer data. Where the second problem is a 

computational difficulty due to the invalid value in the dataset. The training dataset used for this experiment contained 303 instances, 

out of which 6 records contain some null value in the attribute Number of major vessel colors by fluoroscopy (Ca), and Thalassemia test 

(thal), as shown in Fig.3. So, there is needed to handle null data by using the filtering technique. This technique is applied on a Cleveland 

dataset to find out and solve null data problems through several ways described by [25]. 
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 Fig.3: Described how many null values in our heart disease dataset 

From the previous figure, it was found that there are 6 null values in the two features (ca and thal). In our proposed system, the filtering 

method evaluates the mean of every attribute in which the data was null, and this mean value is replaced at the null value place. Where the 

mean is calculated according to the following equation (5). By using the Filtering method, null data will be removed from the Cleveland 

Heart Disease dataset.  

µ =  
∑ 𝒙𝒊

𝒏
𝒊

𝒏
 

Where 𝑥𝑖 denotes the value for each instance and 𝑛 denotes the total frequency. 

 

• Discretization: Data Transformation is an approach to convert the original value into the appropriate format in an attempt to make the 

dataset well-structured and suitable for the next classification step. In this phase, we applied the data transformation technique it's called 

"Discretization" as a scale to convert data from a large domain of numeric values to a subset of categorical values before it becomes 

used for the selection and classification stage. Because the Cleveland heart disease database contains medical data in the various numeric 

ranges such as Trestbps and Chol, the discretization step is particularly used to manage and organize the values of features in the dataset 

[26].  This routine is applied to discretize numerical features by partitioning the value of the feature into groups or clusters, after that 

each raw value of the numeric feature is replaced by an interval label. Additionally, Fig.4 shows the Cleveland Heart Disease database 

after discretization preprocessing. 

 
Fig.4: Cleveland heart disease database after discretization preprocessing. 

 

3.3.2 Features Selection Phase 

The feature selection step is considered an important phase in the proposed prediction system to solve the high dimensionality problem of 

the feature set. This technique eliminates irrelevant and redundant features by search in the dataset and selects the most necessary and 

sufficient subset of features to achieve similar or even better classification performance than using all features because not all features in the 

dataset are beneficial and have a strong association with prediction process as shown in [27]. The purpose of the feature selection procedure 

is to provide a faster and more cost effective predictor due to minims the number of features, it can also improve the classification accuracy 

due to select the best subset of features [28].  

This research employed the Naive Bayes algorithm as one method of feature selection based on the Bayes Theorem. The main idea of this 

algorithm is to reduce the dimensionality of the attributes by identifying the most important attributes which are sufficient for the 

classification task and avoid unnecessary Attributes. The Naïve Bayes algorithm performs by determining the dependency between a set of  

 

(5) 
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attributes. The dependent attributes are the attributes in which an attribute depends on the other attribute in deciding the value of the class 

attribute [29]. The dependency between attributes is measured by the conditional probability, which can be easily computed by Bayes 

Theorem. 

 

Accordingly, the Naive Bayes method was applied on the Cleveland heart disease dataset which contains 13 features to extract a new subset 

includes 6  dependent features which are ( age, gender, blood pressure, fasting blood sugar, cholesterol, exercise induce engine). Dependency 

between features is evaluated by first grouping them, then using the Bayes theorem to calculate the probabilities of their values in determining 

the value of the class feature, and computed the difference between the probabilities, this procedure is repeated for all acceptable 

combinations of features. Finally, the dependencies between particular features in a total features set are found. For more description, this 

method is accomplished as the following steps: 

 

Step 1: Let the initial set of attributes be 𝐴 = {𝑎1, 𝑎2, 𝑎3, … , 𝑎𝑛} where feature 𝑎1  can take values ={𝑎11, 𝑎12, 𝑎13, … , 𝑎1𝑛}, 𝑎2 can take 

values={𝑎21, 𝑎22, 𝑎23, … , 𝑎2𝑛}, 𝑎𝑛 can take values={𝑎𝑛1, 𝑎𝑛2, 𝑎𝑛3, … , 𝑎𝑛𝑛}, and class attribute 𝐶 𝑐𝑎𝑛 𝑡𝑎𝑘𝑒 𝑣𝑎𝑙𝑢𝑒𝑠 = {𝑐1, 𝑐2}.  
 

Step2: Combination between attributes, by group the attributes in set A into an attributes sets of pairs A={𝐴0, 𝐴1, 𝐴2, … , 𝐴𝑛}, where 

 𝐴0 = {𝑎1, 𝑎2},  𝐴1 = {𝑎1, 𝑎3},  𝐴𝑛{𝑎1, 𝑎𝑛}. 
 

Step3: Find the dependency of all pairs of features in determining the value of the class feature. The dependency of two features is calculated 

by the conditional probabilities of the class feature given the values of the features, which can be easily measured by Bayes theorem as the 

following equation (6).  

𝑷(𝒄|𝒇𝒆𝒂𝒕𝒖𝒓𝒆𝟏, 𝒇𝒆𝒂𝒕𝒖𝒓𝒆𝟐) =
𝑷(𝒄) 𝑷(𝒇𝒆𝒂𝒕𝒖𝒓𝒆𝟏|𝒄) (𝒇𝒆𝒂𝒕𝒖𝒓𝒆𝟐|𝒄)

𝑷(𝒇𝒆𝒂𝒕𝒖𝒓𝒆𝟏) + 𝑷(𝒇𝒆𝒂𝒕𝒖𝒓𝒆𝟐)
 

Where: 

𝑃(𝑐|𝑓𝑒𝑎𝑡𝑢𝑟𝑒1, 𝑓𝑒𝑎𝑡𝑢𝑟𝑒2), is the conditional probability of class 𝑐, given 𝑓𝑒𝑎𝑡𝑢𝑟𝑒1 and𝑓𝑒𝑎𝑡𝑢𝑟𝑒2. To determine if class c derived from or 

depends upon the specified value of  𝑓𝑒𝑎𝑡𝑢𝑟𝑒1 and 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 2. 

𝑃(𝑓𝑒𝑎𝑡𝑢𝑟𝑒1|𝐶), is the conditional probability of 𝑓𝑒𝑎𝑡𝑢𝑟𝑒1 given class 𝑐. 

𝑃(𝑓𝑒𝑎𝑡𝑢𝑟𝑒1), 𝑃(𝑓𝑒𝑎𝑡𝑢𝑟𝑒2), is the prior probability or marginal probability of 𝑓𝑒𝑎𝑡𝑢𝑟𝑒1 and 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 2.  It is "prior" in the sense that it 

does not take into account any information about class 𝑐. 
 

 
 

Step4: Now, after the relationship between features is discovered, the dependent features are stored in a new subset B. Where, the B subset 

represents the final subset that contains the most important features for the next classification phase. 

 

3.3.3. Classification phase using (RF, SVM, DT, KNN) 

A supervised machine learning algorithms has crucial importance in medical prediction and widely apply in various disease classification 

problems to predict the class of objects whose class label is unknown [30]. 

In this phase, the proposed (NDRV-NB) model is developed based on four classification techniques which are (Support Vector Machine, 

Decision tree, Neighrest Neighbor, and Random Forest) to solve the heart disease classification problem. Different algorithms use different 

rules for producing different representations of knowledge. So, the selection of algorithms to build our system is based on their performance. 

In this work, we attempt to find the most suitable machine learning techniques for predicting heart patients in the following two steps. 

• First, the dataset is divided into two subsets (training and testing). We used 65% of data for training and 35% of data for testing. In 

training, the data is used to implement the proposed model, while testing is used to evaluate the performance of the model and ensure 

the results. 

• Second, each one of these algorithms (SVM, DT, RF, and KNN) is used separately to training the model on how to make the prediction 

and take a decision regarding a patient. The algorithms are based on the new database of 6 features instead of 13 in training and 

evaluating the model. Finally, we use the algorithm that achieved a higher level of accuracy for the classification process. 

 

 

(6) 
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4. Experimental Results and Discussion 

The system is tested on the Cleveland Heart Disease dataset to assess the model validity and ensure of prediction rate by using several 

criteria such as: 

1) Accuracy: is the ratio of the right prediction achieved by using the proposed method. It is calculated by equation (7).  

 (𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 

 
2) Sensitivity: (recognition rate or true positive rate), the classification probability of the sick patient, means that the ability of a test to 

correctly identify those with the disease. It is calculated by the equation (8).  

 𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 

3) Specificity: (true negative rate), It is used for measuring the percentage of healthy people who are correctly identified from the 

dataset. It is calculated by the equation (9).  

 𝑇𝑁

(𝑇𝑁 + 𝐹𝑃)
 

Where: 

True positive (TP): The number of positively labeled classes, which have been classified as positive "correctly predicts positive class". 

True Negative (TN): The number of negatively labeled classes, which have been classified as negative "correctly predicts the 

 Negative class". 

False positive (FP): The number of negatively labeled classes, which falsely have been classified as Positive "incorrectly predicts the  

Positive class.  

False Negative (FN): The number of positively labeled classes, which falsely have been classified as Negative "incorrectly predicts the 

Negative class". 

 

In this work, we have been performed two different experiments to evaluate our proposed classifier on the Cleveland Heart Disease dataset. 

Where the dataset is divided into the training set and testing set 65%:35% respectively. In the training set, 197 samples of the dataset are 

used, and 106 samples are examined in the testing set. The first experiment is applied to predict with 13 attributes before using the Naive 

Bayes feature selection step, while the second experiment is applied on the best subset of 6 attributes identified by the Naive Bayes method. 

In the first experiment, the different algorithms (SVM, RF, DT, and KNN) were applied as classifiers to make a prediction on the heart 

disease dataset with 13 features before using Naive Bayes feature selection. The classification accuracy obtained is shown in Table 2. 

 
 Table 2: Proposed System Performance for prediction with 13 features 

 

In the second experiment, the Naive Bayes algorithm use in the feature selection step before the classification phase to select the best subset 

of features for the classification process. Accordingly, this approach has selected 6 features as a new subset in an attempt to decrease the 

classification error and to determine the best accurate result. Hence, applying all the proposed algorithms (SVM, DT, RF, and KNN) on the 

new subset of features to get a prediction. The experimental observation shows that the proposed system can diagnose heart disease with 

98% accuracy with the assist of the SVM. Moreover, it achieved 97%, 95%, 93% of accuracy when using DT, KNN, RF classifiers 

respectively.  

The selection of attributes is critically important because including irrelevant attributes in our dataset used for training can result in 

overfitting. For example, Decision tree algorithms seek to make optimal splits in attribute values. Those attributes that are more correlated 

with the prediction are split on first. So, when all features are used to train the tree to make a decision, the less relevant and irrelevant 

attributes will be used to make a prediction decision and this leads to an overfitting problem. This overfitting of the training data can 

negatively affect the modeling power of the algorithm and cripple the predictive accuracy. It is important to remove redundant and irrelevant 

attributes from our training dataset before applying algorithms. 

Dependence measures qualify the ability to predict the value of one variable from the value of another. The conditional probability is a 

classical dependence measure that and can be used to find the correlation between a feature and a class. If the correlation of feature X with 

class C is higher than the correlation of feature Y with C, then feature X is preferred to Y. This procedure is used to determine the dependence 

      of a feature on other features. In our study, the Naive Bayes algorithm was implemented as one of the dependence measures to increase the      

accuracy of system performance through reduces overfitting and avoid misleading data. As shown in Table 3 the performance of classifiers 

increases as the number of features decreases. 

 

 

 

 

Algorithm used 

 

True Positive 

 

True 

Negative 

 

False Positive 

 

False 

Negative 

 

Accuracy 

 

Sensitivity 

 

Specificity 

KNN 52 40 9 5 87% 91% 82% 

DT 49 39 10 8 83% 85% 79% 

RF 50 40 9 7 85% 87% 81% 
SVM 46 41 8 11 82% 80% 83% 

(7) 

(8) 

(9) 
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Table 3: Proposed System Performance for prediction with 6 features. 

 

 

 
 

Fig.5: The proposed system (NB-SKDR) performance in term of classification accuracy. 

Based on the previous experiment, Fig.5 shows that the improvement is done to increase accuracy and efficiency for a heart disease 

prediction system by combines several classification techniques with the Naive Bayes approach. The results confirm that accurate 

prediction can be taken by mixed a Naïve Bayes and SVM which gives better accuracy than other classification techniques. 

4.1 Discussion 

The proposed study intended to examine the effect of using the Naive Bayes feature selection approach on the accuracy of several 

classification algorithms in the heart disease prediction system. To verify the performance of the proposed (NDRV-NB) based on Naive 

Bayes as a feature selection technique, it has been compared with two other Heart Disease Prediction systems. Where the first comparing 

approach that proposed by [7] was implemented by using the GA (Genetic Algorithm) as a feature selection method and the SVM RBF 

algorithm as a classifier.  While in the second comparative study conducted by [8], the prediction system was implemented by using the 

PCA (Principal Component Analysis) as a feature selection technique and SVM RBF as a classifier. The comparative performance outcomes 

are shown in Table (4). 

 
Table 4: A comparative performance studies in term of classification accuracy of the proposed system based on 

 Naïve Bayes feature selection and other system based on PCA and GA feature selection. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm used 

 

True Positive 

 

True 
Negative 

 

False Positive 

 

False 
Negative 

 

Accuracy 

 

Sensitivity 

 

Specificity 

KNN 54 47 2 3 95% 94.7% 96% 

DT 55 48 1 2 97% 96.4% 98% 

RF 51 45 4 6 93% 89% 92% 
SVM 56 48 1 1 98% 98.2% 98% 

The Systems Database Selection Approach Classifier Accuracy 

(Iftikhar et al., 2017) Cleveland Heart Disease 

dataset 

GA  SVM RBF 88.1% 

(Sai Santosh et al., 2019) Cleveland Heart Disease 

dataset 

PCA SVM RBF 54.3% 

The proposed system Cleveland Heart Disease 

dataset 

NB SVM RBF 98% 
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Fig.6: Comparative performance results of accuracy between the proposed approach and other approaches on the same Heart Disease Dataset. 

 

From Table (5) and Fig (6) noticed that the proposed system based on the Naive Bayes technique superior on the other classifiers, And give 

better results than the other classifiers in terms of classification accuracy compared with other prediction systems introduced by [8], and [7] 

which are using GA and PCA method in feature selection step .the proposed result was 98% of accuracy, Whereas the other systems based 

on PCA and GA produced 54%, 91.3% of accuracy respectively. And thus, the effectiveness of the proposed prediction system of heart 

disease was validated by comparison with other prediction systems. 

5. Conclusion 
 

The main aim of this thesis is to propose a new mixed heart disease prediction model built on the Naive Bayes approach with different 

classification algorithms and based on the Cleveland Heart Disease dataset. The proposed system contains three major stages which include: 

Preprocessing, Feature Selection, and Classification. Whereas the main achievement of this study was to improve the performance of the 

heart disease prediction system and to discover the best subset of features that achieve high efficiency of the classification process. 

First, the preprocessing stage prepared the data for the next stage by applying two operations which are: filtering method, and discretization. 

At the preprocessing operations, the null data are firstly handled by replacing with a mean value that was evaluated from every attribute in 

which the data was null. After that, the data was discretized into a new specific range in an attempt to make the dataset well-structured and 

fit for the next phase (Feature Selection). 

In the feature selection stage, (NB) method based on Bayes Theorem has been adopted as a reduction algorithm to reduce the high 

dimensionality of the features and select the best subset of dependent features. The (NB) method is used to find the most important features 

by calculating the dependent probability between each pair of features using the Bayes rule. This method has been able to reduce features 

from 13 to 6 which are (age, gender, blood pressure, fasting blood sugar, cholesterol, exercise induce engine). The classification stage used 

several supervised machine learning algorithms as classifiers including (SVM, RF, DT, and KNN) to predict heart disease. From the study, 

it has been concluded that SVM achieved the highest accuracy of 98% for heart disease prediction. The proposed method was compared 

with other methods based on PCA and GA, it was found that the (NB) based on Bayes theorem is a promising approach for feature selection 

in terms of a classification accuracy rate and the number of selected features. 
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