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Abstract 
 

A neural network has different parameters like weight, bias, activation function and hidden layers. Different algorithms are applied to set 

the parameters and various normalization techniques applied to the input data also differs the performance of the network. So, it is very 

important for a designer to design the network by considering the above variables like the number of layers, different normalization tech-

niques, different activation functions and different algorithms. It is very important to optimize all these parameters for better performance. 
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1. Introduction 

The selectivity of the gas sensor is very poor, however, the sensi-

tivity of the gas sensor has a wide range. Thus, a single sensor 

cannot be used for identification of different gasses. Therefore, an 

array of sensors has been taken for cross-identification of the dif-

ferent gasses. Different pattern analysis methods like Principle 

Component Analysis (PCA), Partial Least Square Analysis (PLS), 

and Artificial Neural Network (ANN)[1][3] have been implement-

ed by different authors. Multi-Layer Perceptron (MLP)[1][4][5] 

and Radial Basis Function (RBF)[5] are the two commonly used 

Neural Network Algorithm for pattern recognition.  

1.1. Neural Network 

An Artificial Neural Network is the modern implementation of the 

biological neural network model by artificial neurons. In a simple 

neuron, there are inputs (P), outputs (O), weight (W), one bias (B), 

one summer and one activation function (F). The mathematical 

representation of a simple neuron having ‘n’ inputs: 

W = [w1 w2 w3 w4 ………….. wn] 

 P  = [p1 p2 p3 p4 ……………... pn]  

O = F(W.PT+B)  

Where PT is the transpose of P. 

The performance of the neural network is measured in terms of 

Mean-Square-Error (MSE), lesser the value of MSE, better in 

performance. 

In Multi-Layer Perceptron, learning process takes place through 

two phases: 

1. Forward Phase: In forward phase, the synaptic weight 

and the bias of the neurons in the network are fixed and 

the input signal propagating through the network layer 

by layer until it reaches the output. The changes are con-

fined to the activation potential and outputs of the neu-

ron in the network. 

2. Backward Phase: In backward phase, an error signal has 

been calculated after comparing the trained output of the 

network with the target of the network. The error signal 

is sent back and used for calculating the new weight and 

bias by different error learning mechanisms. The calcu-

lations of the weight and bias are straightforward but it 

is difficult for hidden layers.     

       

 
Fig. 1: Architecture with a single hidden layer 

1.2. Activation Function 

There are generally four types of activation function used in the 

neural network. They are: 

1. Linear Transfer Function: In this function output is line-

arly proportional to the inputs. 

2. Log-Sigmoid Transfer Function: In this function, the 

output lies between 0 and +1. The output is nonlinearly 

proportional to the input. This transfer function is gener-

ally used in the hidden layer of a multi-layer perceptron 

neural network. 

3. Tan-Sigmoid Transfer Function: In this function, the 

output lies between -1 and +1. The output is exponen-

tially proportional to the input. 

Input Output Single Hidden Layer 
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4. Hard-Limit Transfer Function: In this function, the out-

put is either 0 or 1. The output is decided by using one 

threshold value.    

1.3. Normalization 

The normalization process of the raw data inputs has provided 

suitable data for the training. Without normalization, the training 

of the neural network would be slower. There are many types of 

data normalization techniques [1][2]. Some of the techniques that 

have been used are tabulated in Table 1. 

Table 1: Different normalization formulas 

Normalization Mathematical Formula 

Normalization 1 

 

Normalization 2 

 

Normalization 3 

 

Where Axy is the raw input matrix with rows ‘x’ and columns ‘y’. 

1.4. Network Architecture 

A network with a single hidden layer can sufficiently hold when 

using regular functions (eg. sigmoid) but the number of hidden 

neurons can be as high as the number of training samples [6]. The 

purpose of using a second hidden layer is to drastically reduce the 

total required of hidden nodes [7]. The network performance is 

depending on the number of nodes in the hidden layer thus net-

work optimization is important [1][8][9]. It was theoretically 

shown that one hidden layer is enough to approximate any contin-

uous function with arbitrary accuracy for classification problem, 

provided enough hidden units are available [10]. However, the 

theoretical result doesn’t give a direction how to choose the num-

ber of hidden units needed. Also, even if one hidden layer is 

enough theoretically, in practice more than one hidden layer 

should be utilized for faster, more efficient problem solving [8]. 

2. Experimental Setup and Data Collection 

2.1. Data Collection Setup 

The block diagram of the experimental setup is shown in Fig. 2. 

The sensor is placed in a closed chamber with an external precise 

temperature controller. A controlled amount of nitrogen gas and 

test gas are passed through Mass Flow Controller (MFC) to the 

sensing chamber. The power is given to the sensor using a high 

accuracy adjustable DC power supply (Agilent E3631A) and the 

output voltage is monitored using a high-resolution multimeter 

(Agilent U1253B).  

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 2: Block diagram of the Experimental Setup 

2.2. NN Design in Matlab 

A feed-forward back propagation multilayer neural network 

trained by Resilient backpropagation has been designed for predic-

tion of gasses as shown in Fig. 3. The network was designed in the 

neural network toolbox in MATLAB with 10 neurons in the first 

hidden layer and 12 hidden neurons in the second hidden layer. 

The activation of the network is used as sigmoidal function and 

the performance is measured at MSE. During the training process, 

the network parameters like weight and bias of the neurons are 

iteratively adjusted to get the lowest MSE. 

 

 
Fig. 3: Design of NN in MATLAB 

3. Training Approach 

First, Data arrangement, all the training data are divided into two 

parts, one is for the training set and another is for the simulation to 

check the network output after training, normalized data by using 

the standard formula. After normalization, take an arbitrary net-

work with 1 hidden layer having 6 neurons and an output having 

13 neurons, the following steps are implemented sequentially: 

1. Choose for the best normalization technique. 

2. Train the network by varying number of neurons in a 

hidden layer. 

3. Choose the number of neurons giving the best 

performance. 

4. For improvement, adding 1 more hidden layer in the 

above best performing network. 

5. Train the network by varying number of neurons in the 

added hidden layer. 

6. Choose the number of neurons giving the best 

performance. 

7. Train the best performing network with different 

combinations of activation functions. 

8. Choose the best combination of the activation function. 

9. Train the same network with different training 

algorithms. 

10. Choose the best training algorithm. 

4. Result and Discussion 

According to the different network parameters: 

1. Normalization: From Table II, the normalized data has 

shown better performance than the non-normalized data. 

Among the different normalization techniques, it is ob-

served that the Normalization technique 3 has better per-

formance. 

Table II: Normalization Technique vs MSE 

Normalization Technique MSE 

Without Normalization 0.0145 
Normalization 1 0.0132 

Normalization 2 0.0136 
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Normalization 3 0.0125 

2. Number of hidden neurons: The lowest MSE of the sin-

gle hidden layer network with 19 neurons is 0.00681, 

and the double hidden layer network with 19 and 18 

neurons in the 1st and 2nd hidden layer respectively is 

0.00326.  Thus, network with double hidden layers 

shows better performance than a single hidden layer. 
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Fig. 4: Performance Curve 

3. Activation function: The 27 possible combination of ac-

tivation function with two hidden layer network is in 

Table III. Among all the combination, the comparative 

lower values of MSE found in (i) logsig, logsig, logsig 

(ii) tansig, logsig, purelin  and (iii) purelin, logsig, log-

sig with MSE 0.00498, 0.00475 and 0.00326 respective-

ly. 

Table III: Activation Function vs MSE 
Transfer Function MSE 

logsig,logsig,logsig 0.00498 
logsig,logsig,tansig 0.01150 

logsig,logsig,purelin 0.01130 

logsig,tansig,logsig 0.00528 
logsig,tansig,tansig 0.01290 

logsig,tansig,purelin 0.02330 

logsig,purelin,logsig 0.01210 
logsig,purelin,tansig 0.03100 

logsig,purelin,purelin 0.03120 

tansig,logsig,logsig 0.00533 
tansig,logsig,tansig 0.01160 

tansig,logsig,purelin 0.00475 

tansig,tansig,logsig 0.00826 
tansig,tansig,tansig 0.00980 

tansig,tansig,purelin 0.01310 

tansig,purelin,logsig 0.01200 
tansig,purelin,tansig 0.03040 

tansig,purelin,purelin 0.03490 

purelin,logsig,logsig 0.00326 
purelin,logsig,tansig 0.01910 

purelin,logsig,purelin 0.01470 

purelin,tansig,logsig 0.00562 
purelin,tansig,tansig 0.01230 

purelin,tansig,purelin 0.01980 

purelin,purelin,logsig 0.03460 
purelin,purelin,tansig 0.05520 

purelin,purelin,purelin 0.05540 

4. Training algorithms: Training algorithms such as 

trainrp, traingd, traingdm, traingdx, traincgf, traincgp, 

trainscg, trainbfg, trainoss and trainlm are simulated and 

it is found that trainrp has the lowest value of MSE 

(0.00326). 

 
Fig. 5: Simulation Output 

The network with input having Normalization-3 (statistical nor-

malization) with 19 neurons in the first hidden layer and 18 neu-

rons in the second hidden layer, and purelin, logsig, logsig combi-

nation of activation function has shown better performance among 

the networks with MSE 0.00326. The simulated output is shown 

in Fig. 5. 

5. Conclusion  

From the above observations, it can be concluded that the perfor-

mance of the network is dependent on various parameters as dis-

cussed earlier. In this study, the network with normalization-3 

technique, 19 hidden neurons in the 1st hidden layer, 18 hidden 

neurons in the 2nd hidden layer, purelin, logsig, logsig combina-

tion of activation function and trainrp algorithm gave MSE of 

value 0.00326 which is the best among them. The different type of 

gases has successfully detected by using the proposed training 

approach. 
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