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Abstract 
 

Alzheimer’s disease (AD) is a type of dementia that is difficult to detect based on clinical surveillances. AD detection on brain Magnetic 

Resonance Imaging (MRI) data is major anxiety in the neurosciences. Conventional evaluation of efficient image scans in general relies 

on manual reorientation, visual reading and semi quantitative exploration in brain sections. The Feature Selection (FS) has been tackled 

to a greater extent since it has proved itself to be a technique that is able to solve the computational problems that are NP-hard and for 

finding some optimal feature subsets. The FS works by means of removing the features which are irrelevant or redundant. Here in this 

work, a Krill Herd Optimized Feature Selection has been proposed for the classification of the MRI images. Using the Krill Herd Algo-

rithm (KHA) happens to be widely accepted recently. This is owing to the fact that it represents a modern optimization that is effective 

and is a good search process. The segregation of the images from brain MRI into either normal or abnormal is important for analysing a 

normal patient and considering the ones that have higher chances of abnormalities. This technique of classification known as the fuzzy 

classifier along with the Neural Network has been proposed for getting a better performance that was accurate. 

 
Keywords: Magnetic Resonance Imaging (MRI;, Alzheimer’s Disease (AD)/ Dementia; Feature Selection (FS); Krill Herd Optimized Feature Selection; 

Fuzzy classifier and Neural Network.; 

 

1. Introduction 

Magnetic Resonance Imaging (MRI), an imaging method, devel-

oped as a scientific modality above 30 years. Medical image pro-

cessing is a significant means to categorize and identify different 

disorders. Medical images data employ imaging methods as Com-

puted Tomography (CT), MRI and mammogram signifying the 

existence or nonexistence of lesions with patient history. MRI is a 

scanning device by magnetic fields and computers to confine brain 

images on film. Dementia is an age-related neurodegenerative 

disorder that precise cause is yet unfamiliar. Alzheimer’s disease 

(AD), a basic dementia form, is provided by neurons loss and 

synapses in cerebral cortex and definite subcortical regions. Alt-

hough the majority dementia patients are older, not all aged people 

undergo from dementia meaning that dementia is not part of nor-

mal ageing. Dementia can occur to other person, however frequent 

over 65 years. Human beings in 40s and 50s of together sexes can 

have dementia; however, it is more frequent in men. Dementia is 

of several varieties and each has its causes. A few general demen-

tia types are: AD, Lewy Body Dementia (LBD) and Fronto Tem-

poral Dementia (FTD).AD is a basic dementia problem. It reports 

for 50% to 70% of each dementia cases. It is a progressive, degen-

erative illness offensive the brain causing shrinkage and brain cell 

desertion. After that, abnormal material constructs up as “tangles” 

in brain cells center and as “plaques” outside brain cells. Such 

disrupt messages in the brain demolishing links among brain cells. 

The dementia diagnose are normally complete by assessment 

called the scientific assessment of the patient’s mind condition 

that is none other than one’s subjective health measures. 

The process of Feature selection (FS) is very useful specially 

whenever there are datasets of a high dimension to be considered 

for classification process. The FS aims in reducing the size of data 

in order to make the computation easier since high dimension data 

burden the process due its complex computation. The Swarm in-

telligence (SI) is a technique that will be able to solve the compu-

tational problems that are NP-hard (the Non-Deterministic Poly-

nomial time). The FS algorithms have exploited the SI based ap-

proaches in various applications.  

A big problem has been identified in the choice of optimal fea-

tures that can bring about a distinction among classes. The task of 

evaluating every available feature subset is painful owing to the 

very large amount of effort required in terms of computation. The 

Genetic Algorithm (GA) is an approach for choosing an ideal and 

best feature subset maintaining the accuracy of classification at the 

same time.  

There are several other algorithms of optimization that have been 

adapted for enhancing the problem of text clustering that is similar 

to the Cuckoo Search Algorithm, a Harmony Search Algorithm, 

the Particle Swarm Optimization, and Genetic Algorithm. The 

Krill Herd (KH) algorithm has been one of the most recent ones 

that are based on the swarm which simulates herd behaviour for 

every individual of the krill. This had been introduced in the year 

2012 by Gandom and Alavi for solving the problems of a bench-

mark function. The KH algorithm works for the purpose of finding 

a minimum distance of a krill individual from those foods that 
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have a density that is the highest. This KH algorithm has been 

applied successfully to several other areas of optimization like the 

numerical optimization, the graph-based network route, the detec-

tion of breast cancer, the neural network, the electrical power sys-

tem and the data clustering [1].  

A Krill Herd Algorithm is the most recent among the heuristic 

techniques that are applied for deriving solutions that are the best 

in various tasks of optimization. This algorithm finds its traits 

from the species called Antarctic krill (the Euphausiasuperba) 

normally originating from the Southern Ocean. The body of an 

adult will have a length of about 6 cm, with a weight of around 2 

grams. The species normally feed on the phytoplankton. One ma-

jor feature of the krill along with the inspiration of its current algo-

rithm was the individual krill’s capability to mould itself in a large 

herd which may be many hundreds of meters in terms of length 

[2].  

These Neural Networks (NN) have been employed extensively in 

pattern classification based on the fact that they have no require-

ment for details of the classes in terms of their distribution of 

probability and their a-priori probabilities. The system based on 

the NN classification has imitated the thinking of humans in some 

of the scenarios thus providing decisions for the class that demon-

strates all possibilities of certain other infections. For the classifi-

cation of the MR images captured from brain to be either normal 

or abnormal, the method employs the Artificial Neural Network 

(ANN) for categorizing the inputs within the collection of their 

target categories (as either normal or as abnormal) according to 

the constraints and parameters of feature extraction [3].  

Feature Selection-based Krill Herd along with the GA has been 

proposed for a much better classification of the images of the 

MRI. The literature related to this proposed work have been ex-

plained in Section 2. The details on different techniques ap-

proached in this work are explained in Section 3. The results ob-

tained are discussed in Section 4 and the conclusion is duly made 

in Section 5. 

2. Related Works 

Hecibeyaglou et al., [1] had proposed another novel algorithm 

based on Particle Swarm Optimization algorithm which was mul-

ti-mean for the multilayer feed-forward and training of the artifi-

cial neural networks. The solution space can be explored more 

efficiently in Multi-Mean Particle Swarm Optimization using 

multiple swarms and can identify some better solutions in place of 

the Particle Swarm Optimization. Evaluation of the performance 

of the new multi-mean Particle Swarm Optimization that has been 

proposed was based on the experiments conducted based on the 

benchmark datasets. The analysis of these results had demonstrat-

ed this algorithm known as multi-mean particle swarm optimiza-

tion had been performing well and can be rightly adopted to be a 

novel technique to train the multilayer feedforward Artificial Neu-

ral Networks.  

Zhang et al., [2] had brought about a proposal of a multilevel 

thresholding method of colour image segmentation by using an-

other new modified ABC algorithm. The non-availability of in-

formation guidance at the time of search has been showing that the 

ABC algorithm with a poor capacity for local optimization. For 

fixing this issue, the Krill Herd Algorithm had to be employed. 

Using the improved local search capability, the KABC will be 

able to get a faster and better convergence. The results proved that 

a KABC algorithm enhanced the accuracy of optimization along 

with speed of convergence and it also proved its effectiveness in 

robustness.  

Bhonsle et al., [4] had proposed another new framework that 

was used for the de-noising of medical images using an adaptive 

wavelet thresholding along with a technique of Total Variation in 

parallel having results fused with one another with a technique of 

wavelet-based fusion. These were some fused images that were 

noiseless and consequential that were subject to the restoration of 

images by means of employing efficiently a new form of hybrid-

ized Krill Herd Algorithm along with the Richardson-Lucy ap-

proach. The proposed framework performed well, and this was 

evaluated for both of these images and there was a comparison 

that was made to the other techniques that have been in existence. 

The results of the experiment have proved that this proposed 

framework was able to outperform all the other currently existing 

techniques in relation to the parameters of performance evaluation.  

Zeng et al., [5] presented AD diagnosis that comprise MRI images 

pre-processing, feature extraction, Principal Component Analysis 

(PCA), and the Support Vector Machine (SVM) model. In specific, 

a novel Switching Delayed Particle Swarm Optimization (SDPSO) 

algorithm had been presented to optimize the SVM parameters. 

The established framework in accordance with the SDPSO-SVM 

model is adapted effectively to the AD classification and MCI 

through MRI scans from ADNI dataset. The proposed algorithm 

had attained great classification accuracies for six typical cases. 

moreover, experiment consequences reveal that the presented 

algorithm performed well on different SVM models and two other 

state-of-art means with deep learning embedded, thus serving as 

an efficient AD diagnosis method. 

Casillas et al [6] had made a presentation of a feature selection 

that was genetic which was duly integrated within the genetic 

algorithm approach algorithm for obtaining a fuzzy rule-based 

classification system (FRBCS) efficiently. This classification sys-

tem had a collection of comprehensible fuzzy rules having an 

ability of high-classification. The process proposed will allocate 

apriorily the number of chosen features of the candidate fuzzy 

rules. There was an experimentation that was carried out by mak-

ing use of a Sonar example base that showed an improvement 

which was quite significant that was achieved by means of adding 

the proposed process of feature selection to a multi-stage method 

of genetic learning or even other methods.  

Wang et al., [7] had further introduced another new chaos theo-

ry within the process of KH optimization aiming at accelerating 

the speed of global convergence. There have been several chaotic 

maps that have been considered in this method of chaotic KH 

(CKH) for adjusting the primary displacements of a Krill in the 

course of optimization. There are many problems that have been 

used for evaluating the behaviour of the CKH. The performance of 

the proposed method with a suitable chaotic map has been found 

to be better or even comparable with a KH or certain other robust 

approaches as portrayed in the results.  

In recent times, there is an algorithm of optimization that was 

based on the Krill Herd (KH) that had been exploited for different 

applications and this was even more accurate compared to other 

techniques which were state-of-the-art. An adaptation of KH 

based on binary representation of the KH technique was proposed 

by Rodrigues et al [8] and this was validated for the purposes of 

feature selection in different datasets. These experiments had 

shown that the technique proposed could outperform all other 

metaheuristic approaches and was also found to be faster.   

The Krill Herd Algorithm (KHA) includes several interesting 

procedures. A comparison of the KHA algorithm was used for the 

classification tasks including Artificial Neural Network (ANN) 

with many different methods which were heuristic were made by 

Kowalski and Łukasik [9]. This method of the ANN training was 

verified for the task of classification and for this, there were some 

benchmark examples that were utilized from the widely available 

UCI Machine Learning Repository. The evaluation of the training 

was based on the criterion such as the Classification Error and the 

Sum of Square Errors. There was a conclusion made that an appli-

cation of the KHA was able to offer some assuring performance 

cited with the metrics mentioned above and the time required for 

the training of the ANN.  An enhanced brain image classifier of 

the MRI that targeted the primary objectives which were the first 

to get the maximum accuracy of classification and the next was to 

bring down the features used for classification was proposed by 

Joans and Sandhiya [10]. Here, the feature selection had been 
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performed by using the Genetic Algorithm (GA) and the Random 

Forest Classifier. 

3. Methodology 

The section provides details on the feature selection for classifying 

dementia based on the Krill Head Optimizer and the Genetic Al-

gorithm. 

3.1. Feature selection utilizing Genetic Algorithm 

In various problem of classification, the features may be large 

with most of them redundant or irrelevant. The classification is 

improved by feature reduction and this is done based on a pro-

cessing goal and a criterion of feature evaluation which was the 

accuracy of classification. The features of the pattern, from the 

viewpoint of the type of goal, can be irrelevant (without an effect 

on the performance of processing) or the relevant ones (with an 

impact on the performance of processing) or the redundant ones 

(both dependent and correlated). Thus, for the reduction of the 

features to one smaller set of the features applying the method of 

GA-based global search. The GA is the fittest principle of Darwin 

stating the initial population of the individuals which evolve 

through the process of natural selection in a way in which the 

chances of survival is higher for the fittest individuals [11]. The 

population of the matrices of the competing feature transformation 

is maintained by the GA. 

For the evaluation of every matrix in the population, there are 

some input patterns that have been multiplied. There is a classifier 

dividing the patterns into their training set which is used for train-

ing classifiers and testing sets used for evaluating the accuracy of 

classification. The accuracy has been obtained and also returned to 

a GA to be a measure of the quality of a matrix of transformation 

for obtaining the transformed patterns. By making use of this in-

formation, a GA can search for a new transformation to minimize 

the dimensionality. The gene is represented as an element in the 

vector. The vector is in binary representation and hence every bit 

will be mapped to a feature.   

There is a value used for measuring the fitness of chromosomes 

and then deciding if the chromosome is suitable for the population. 

The GA also uses three different populations in the process of 

genetics that has been created randomly. The GA also makes use 

of three operators which are the reproduction, the crossover, and 

the mutation. The process in the GA also eradicates the low fitness 

chromosomes and retains those with high fitness and hence the 

high fitness chromosomes are passed on to the subsequent genera-

tion. The evaluation of the fitness and selection of chromosomes 

to the next generation takes place until a best individual (or chro-

mosome) has been identified.  

The basic pseudocode for Feature selection abstracted from Ge-

netic algorithm has been depicted in Figure 1. 

 

 
Fig 1 Pseudocode for the Genetic Feature selection algorithm [12] 

 

The main steps in the algorithm is the initialization process where 

the population is initialized based on the dataset, the selection 

process where the individuals are picked based on survival of the 

fittest, the crossover process where the traits of the individuals are 

combined, the mutation process where the traits are either deleted 

or newly added and the termination process. A formula for the 

calculation of the fitness function has been given below:   

The Fitness f(x) = the fitness of that of an individual (i)/sum of the 

fitness for all the individuals f(i), 

3.2. Feature selection based on Krill Head optimizer 

An attempt has been made by feature selection for identifying one 

of the most representative among the subsets of the features within 

the dataset by means of removing all redundant and useless fea-

tures for the process of classification, thus decreasing the time 

taken for training and the error of classification for the datasets. 

But, the process of search being exhaustive for optimal features is 

quite impracticable owing to the size of the space which is about 

2n
, in which n denotes the actual number of features.  

Krill Herd (KH) imitates the behaviour of the Antartic Krill indi-

vidual based motion. There are two goals to this process which are: 

(i) increasing the density and (ii) finding food. The Krill uses these 

goals as the objective for herding through a solution that is the 

global best. Krill individuals will move to the best solution while 

searching for the food of a high density. This means, the closer its 

distance to food of high density, the lower is the objective function.  

The Krill Herd (KH) is an optimization which is swarm-based and 

was introduced initially by Gandomi and Alavi [13], duly moti-

vated by the herding behaviour of the Krills adapted to the envi-

ronmental and biological conditions. A time-dependent position of 

an individual krill represented as xi in a search space has been 

administrated by three actions which are:  i) the movement in-

duced by that of all the other krill individuals, (ii) a foraging activ-

ity, (iii) a random diffusion given as per equation (1): 

( ) ( ) ( )i i i i ix t t x t t N F D+ = + + +
                        (1) 

Wherein, 

1

( )
d

t j j

j

t C UB LB
=

 = −
                                        (2) 

Where the iN
indicates a movement due to the influence of the 

another krill individual, iF
denotes the second action due to the 

foraging activity called as the foraging motion, iD
denotes the 

third action due to the physical diffusion of that of the ith krill 

individual, and d denotes the variables needing optimization, 

wherein the jUB
 and the jLB

denote the upper and the lower 

bounds of that of the jth variable, and tC
denotes a constant num-

ber found in [0,2]. The movement of the Krill individuals is due to 

the mutual effect and at the same time they attempt at maintaining 

a higher density. The direction of this induced motion that consid-

ers an individual i, αi, that are estimated from a local swarm densi-

ty (the local effect), a target swarm density (a target effect), and 

finally a repulsive swarm density (the repulsive effect). The 

movement of the krill individual i is defined as per equation (3) 

[14]: 

1 max * *t t

i i n iN N N + = +
                                        (3) 

Wherein, 

arglocal t et

i i i  = +
                                                        (4) 

Initialize k = 0   

Initialize the individuals in the population as P(k)   

Evaluate the fitness function for all the individuals in P(k) 

While {termination condition is not satisfied}   

Do k = k+1 {iterate}  

Selection ( )  {select individuals with better fitness}   

Crossover ( ) {amalgamation of parent to form new indi-

viduals}  

Mutation ( ) {Modifying bits in the vector like bit flip}   

End while   

Return {the best fittest individuals in the population} 
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And the 
maxN denotes a maximum value of the induced speed, 

the n denotes an inertia weight for the motion induced given in 

the range as in [0,1], and the 

old

iN
will be the final motion that is 

induced.  A foraging motion has been formulated based on the 

location of food and the experience on the previous food location 

that is expressed for that of the ith krill individual as per (5): 

1 * *t t

i f i f iF V F + = +
                                       (5) 

Wherein, 
food best

i i i  = +
 

fV
denotes the speed of foraging, f

denotes its inertia weight 

of a foraging motion as in [0,1], 

old

iF
denotes the final last forag-

ing motion, 

food

i indicates the food attractive and the 

best

i  

denotes the best fitness of that of the ith krill until now. A random 

process is depicted for the physical diffusion and is expressed as a 

maximum speed of diffusion with a random vector as per equation 

(6): 

max

max

1
*(1 )*iD D

I
= −

                                        (6) 

In which the 
maxD denotes a maximum diffusion speed, the ran-

dom vector takes the range [−1,1] denoted by δ and the iteration is 

represented as I.   

3.3. Classification Algorithm 

A classification denotes the method used for identification and the 

discrimination of the patterns or objects based on attributes done 

with supervised learning. 

3.3.1. Neural Network 

The Neural Network (NN) system has a layered architecture with 

the input layer, output layer, and either one or more hidden layers. 

Every node is connected from and to a hidden layer. The input 

layer indicates raw information fed to the network. The network 

does not change its values and the hidden layer receives its data 

from its previous layer which is the input layer. The input values 

from the input layer are modified in the hidden layer using activa-

tion function and the weights available between the layers. This is 

further propagated to the next layer and the same modification 

process is carried out between the hidden layer and output layer 

using the connection weights. The output of the network is ob-

tained from the output layer after the application of activation 

function [15].  

Selecting nodes for every layer is dependent on the NN problem 

that attempts to solve the data network that deals with the quality 

of this data along with certain other values. The training dataset 

influence the size of the network based on the nodes in the input 

and output layer. The manner in which the NN is controlled is by 

means of adjusting the weights between the weights. The initial 

weights will be set at the random numbers adjusted at the time of 

NN training. The processing of the network is done in two passes, 

the forward and backward pass. The process of evaluating the 

deviation of the actual output with the target is done in the forward 

pass and this is the error value in the network. The aim of the 

training is to bring down this error and hence the process of reduc-

ing the error by adjusting the connection weights is done in the 

backward pass. The network is trained until the desired output is 

targeted or produces minimum error. 

3.3.2. Fuzzy Classifier 

On the basis of an object description, the class label to the object 

may be assigned by the classifier. The classification will be part of 

the general application field for machine learning and pattern 

recognition. The input pattern classification will depend on the 

maximum degree of association measured. For similarities, there 

is a random pattern used. The fuzzy system objectives like inter-

pretability and accuracy will be based on the degree of maximum 

association of the pattern classified within a class corresponding to 

a rule base that is high in dimension. At the time of designing a 

fuzzy classifier, accuracy and interpretability will be taken to be 

the primary objectives that are opposite to one another which 

means one objective may be enhanced at the cost of that of the 

other. 

3.3.3. Fuzzy based Krill Head optimizer 

There is a metaheuristic algorithm which reveals a performance 

which is high and can gain a proper level of balance between ex-

ploitation and exploration keeping in mind the progress made to 

solve the problem. For every step that solves this problem, there 

may be various conditions happening and the algorithm may also 

deviate from that of its original to an optimal solution and goes 

forward directly to the optimal solution. For every metaheuristic 

algorithm like the KH optimization, there have been certain pa-

rameters that determine the amount of contribution by the local 

and the global search. In the KH algorithm, the inertia weights 

which are wf and wn have been introduced. The fuzzy rule based 

on this FKH algorithm has been depicted in Figure 2. 

 

 
Fig 2: Fuzzy rule-base of the proposed FKH algorithm 

 

For covering all these probabilistic conditions at the time of the 

process of search, based on the stochastic nature of these metaheu-

ristic algorithms, one more factor is required for informing the 

system of fuzzy controller regarding the unwanted and undesirable 

situations that need correction. 

4. Results and Discussion 

The data that is used for evaluating the algorithms has been got 

from an Alzheimer’s disease Neuroimaging Initiative (ADNI) 

database (www.loni.ucla.edu/ADNI). Table 1 to 3 and figure 3 to 

5 shows the results evaluated for classification accuracy, sensitivi-

ty and specificity respectively for GA feature selection – Fuzzy 

classifier, GA feature selection -Neural Network, Feature Selec-

1. If counter is low and Delta is low then Wf is 

high and Wn is high  

2. If counter is low and Delta is middle then Wf 

is middle and Wn is middle  

3. If counter is low and Delta is high then Wf is 

high and Wn is high  

4. If counter is middle and Delta is low then Wf 

is high and Wn is high  

5. If counter is middle and Delta is middle then 

Wf is middle and Wn is middle  

6. If counter is middle and Delta is high then Wf 

is high and Wn is high  

7. If counter is high and Delta is low then Wf is 

low and Wn is low  

8. If counter is high and Delta is middle then Wf 

is low and Wn is low 

 9. If counter is high and Delta is high then Wf is 

middle and Wn is middle  
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tion Krill Herd - Fuzzy Classifier and Feature Selection Krill Herd 

- Neural Network. 

 
Table 1: Classification Accuracy for Feature Selection Krill Herd - Neural 
Network 

Techniques Used Classification Accuracy 

GA feature selection - Fuzzy Clas-

sifier 

87.3 

GA feature selection -Neural Net-

work 

88.27 

Feature Selection Krill Herd - 
Fuzzy Classifier 

89.25 

Feature Selection Krill Herd - 

Neural Network 

90.23 

 

 
Fig. 3: Classification Accuracy for Feature Selection Krill Herd - Neural 
Network 

It is observed from table 1 and figure 3 that the classification accu-

racy in Feature Selection Krill Herd - Neural Network performs 

better by 3.3%, by 2.2% and by 1.1% than GA based Feature Se-

lection – Fuzzy Classifier, GA based feature selection – Neural 

Network and Feature Selection Krill Herd – Fuzzy Classifier re-

spectively.  
 

Table 2 Sensitivity for Feature Selection Krill Herd - Neural Network 

Techniques Used Sensitivity for Nor-

mal 

Sensitivity for AD 

GA feature selection - 

Fuzzy Classifier 

0.8898 0.8065 

GA feature selection -
Neural Network 

0.898 0.8226 

Feature Selection Krill 

Herd - Fuzzy Classifier 

0.9061 0.8387 

Feature Selection Krill 

Herd - Neural Network 

0.9143 0.8548 

 

 
Fig 4: Sensitivity for Feature Selection Krill Herd - Neural Network 

 

It is observed from table 2 and figure 4 that the sensitivity for the 

Normal case in Feature Selection Krill Herd - Neural Network 

performs better by 2.72%, by 1.79% and by 0.9% than GA based 

Feature Selection – Fuzzy Classifier, GA based feature selection – 

Neural Network and Feature Selection Krill Herd - Fuzzy Classi-

fier respectively. Similarly, the sensitivity of AD for Feature Se-

lection Krill Herd - Neural Network performs better by 5.81%, by 

3.84% and by 1.9% than GA based Feature Selection – Fuzzy 

Classifier, GA based feature selection – Neural Network and Fea-

ture Selection Krill Herd - Fuzzy Classifier respectively. The 

overall performance of sensitivity for Normal is better than sensi-

tivity for AD. 

 
Table 3: Specificity for Feature Selection Krill Herd - Neural Network 

Techniques Used Specificity for Nor-

mal 

Specificity for AD 

GA feature selection - 

Fuzzy Classifier 

0.8065 0.8898 

GA feature selection -

Neural Network 

0.8226 0.898 

Feature Selection Krill 
Herd - Fuzzy Classifier 

0.8387 0.9061 

Feature Selection Krill 

Herd - Neural Network 

0.8548 0.9143 

 

 
Fig 4: Specificity for Feature Selection Krill Herd - Neural Network 

 

It is observed from table 2 and figure 5 that the specificity for the 

Normal case in Feature Selection Krill Herd - Neural Network 

performs better by 5.81%, by 3.84% and by 1.9% than GA based 

Feature Selection – Fuzzy Classifier, GA based feature selection – 

Neural Network and Feature Selection Krill Herd - Fuzzy Classi-

fier respectively. Similarly, the specificity of AD for Feature Se-

lection Krill Herd - Neural Network performs better by 2.72%, by 

1.79% and by 0.9% than GA based Feature Selection – Fuzzy 

Classifier, GA based feature selection – Neural Network and Fea-

ture Selection Krill Herd - Fuzzy Classifier respectively. The 

overall performance of specificity for Normal is lower than speci-

ficity for AD. 

5. Conclusion  

This work presents a framework for classifying MRI images for 

Dementia. Dementia, an age-related cognitive decline is indicated 

by degeneration of cortical and sub-cortical structures. A feature 

selection will attempt to identify a represented feature subset with-

in the dataset by means of removing all the useless and redundant 

features. On the other hand, the role of GA is to optimise the se-

lection of the best among the features through the fitness function. 

The work also proposed the Krill Herd algorithm that was based 

on a feature selection to classify the MRI images better. The re-

sults have proved that the accuracy of classification of the Feature 

Selection Krill Herd - Neural Network has performed better by 

about 3.3%, 2.2%, and 1.1% compared to the GA based Feature 

Selection – the Fuzzy Classifier, the GA based feature selection – 

the Neural Network and the Feature Selection Krill Herd - Fuzzy 

Classifier. 
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