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Abstract 
 
Recently, texture descriptors and object detection descriptors have been used widely in face recognition due to their discriminative ability 
and fast implementation. In this paper, we investigate the efficiency of face recognition based on image blocking and a combination of 
triple descriptors, LBP, LTP, and HOG.  The method is applied to Color Feret dataset and AT&T along with four classifiers to measure 
the accuracy rate. The experimental results show a better recognition rate on AT&T and stable performance on both datasets. 
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1. Introduction 

Texture descriptors have gained a lot of popularity in face recogni-

tion domain due to their desired characteristics such as low com-
putational complexity; strong distinguishability power, and ro-
bustness to illumination variations. These descriptors have been 
used as standalone feature extractor like LBP in [4] and LTP in 
[11], or can be used in combination with different descriptors as in 
[5, 8, 12]. In this paper, we investigate a face recognition system 
based on the combination of Local Binary Pattern (LBP), Local 
Ternary Pattern (LTP), and Histogram of oriented gradient (HOG) 

as a facial feature extractor due to their insensitivity to illumina-
tion and pose variations. Both LBP and LTP divide the image into 
small regions and threshold the pixels with respect to the center 
pixel, but they use different coding techniques. HOG divides the 
images into small cells and compute gradient directions, then uti-
lize overlapping blocks to form the histogram. To capture more of 
the local feature, each image will be divided into non overlapping 
blocks and apply the three descriptors to each block. The rest of 
the paper is organized as follows. In section 2, we present the 

descriptors LBP, LTP, and HOG. In 3, the proposed methods in 
detail steps are presented. In 4, we present our results with discus-
sion and analysis.   

2. Feature extraction. 

2.1. Local Binary Pattern 

Originally, LBP descriptor was formulated as a texture description, 
and now is considered as one of best feature extraction techniques 
used for face recognition due to its robustness toward illumination, 
scaling, and rotation variation [1,2]. The original LBP performs on 

3x3 neighbourhood pixels where each pixel is coded a value of 1 
if its intensity value higher or equal to the intensity value of the 
canter pixel otherwise it is coded value of 0. The produced binary 
number is transferred to a decimal number and assigned to the 
canter pixel,  
and then utilized to construct the image histogram. Circular LBP 
is an extension of the original LBP where the intensity value of P 

neighbourhood pixels distributed on a circle of radius R and com-
pared with the intensity value of the pixel at the canter of the cir-
cle. Fig.1 illustrates the original and circular LBP. Further im-
provement was achieved by utilizing a uniform binary pattern 
which encompasses no greater than two bitwise transitions from 1 

to 0 or 1 to 0 such as 11111111 (0 transitions), and 01000000 (2 
transitions) are uniform whereas 01010111 (5 transitions), and 
0011101 (3 transitions) are considered to be non - uniform. Uni-
form LBP produces histogram of (  − 1) + 2 bins and non- uni-

form LBP produces histogram of (  − 1) + 3 bins. 

 

2.2. Local Ternary Pattern 

 
LTP is another texture descriptor similar to LBP and regarded as 
an extension of LBP. LTP operates on 3x3 neighbourhood pixels 
and each pixel is coded a value of -1, 0, or 1 according to a user - 
defined threshold t [6] as follows: 
 

            
         
         

          

                       (1) 

 
To overcome the negative values, the LTP codes are divided into 
two codes of LBP codes, upper pattern (positive) of LTP and 
lower pattern (negative) of LPT as illustrated in figure 2. Finally, 

the two histograms produced by the two LBP codes are combined 
to form the histogram of the LTP. from 1 to 0 or 1 to 0 such as 
11111111 (0 transitions), and 01000000 (2 transitions) are uni-
form whereas 01010111 (5 transitions), and 0011101 (3 transitions) 
are considered to be non - uniform. Uniform LBP produces histo-
gram of (  − 1) + 2 bins and non- uniform LBP produces histo-

gram of (  − 1) + 3 bins. 
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Fig. 1: LBP Descriptor: (a) Basic LBP. (b) Circular LBP. (C)LBP image 

 

 

 
Fig. 2: Procedure of the LTP [6] 

 

2.3. Histogram of the Oriented Gradient (HOG) 

 
HOG descriptor has been widely used in object detection [7]. 
HOG features are extracted based on the distribution of the local 
intensity gradients or edge directions leading to better distinguish-
ability of the local shape and appearance of local object. The first 
step in extracting HOG features is computing the Horizontal and 
vertical gradients of the image. Then, the image is divided into 

non overlapping small regions called cells of size N x N (original-
ly was 8 x 8).  Each cell yields a P-bins histogram of gradient 
orientation based on the weight of each pixel in the cell. The bins 
spread equally over 0-180° when ‘unsigned’ gradient is consid-
ered, or 0-360° if ‘signed’ is considered. To smooth the effects of 
illumination and contrast, typically overlapping blocks are used to 
group the cells and concatenate the normalized cell histograms. 
Furthermore, the overlapping blocks allow cells to participate in 

constructing the final HOG feature more than once. Fig.3 illus-
trates the HOG descriptor. 

 
Fig. 3: HOG Descriptor 

3. The proposed method 

The proposed block diagram of the proposed method is illustrated 

in fig. 4 which is executed in four steps. (1) Each face image is 
portioned into M- equal and non-overlapping blocks [3, 4]. (2) 
LBP, LTP, and HOG are applied to each block to extract local 
features of the sub image. (3) The produced three histograms of 
each block are concatenated in one histogram. (4) The M-
histograms resulting from the M- blocks are concatenated into one 
histogram to represent the image. (5) Normalize the feature histo-
gram. (6) The feature histograms of all images are fed into the 

classifier.  
 

 
Fig. 4:  Illustrate the steps of proposed method 

4. Experimental Results 

The efficiency of the proposed method was investigated by apply-
ing the method on two datasets (AT&T and Color Feret) with four 
different classifiers (Support Vector Machine, KNN, Random 
Forest, and Chi-Square based local nearest neighbour classifiers) 
to compare the accuracy of the method. Furthermore, different 
number of blocks is selected to study the performance of the 

method with different size of blocks. All experiments were con-
ducted under the same parameters’ value as following: uniform 
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LBP and LTP with R=3, P=8, and R=2, P=8 respectively, and 
threshold t of LTP is set to10. Cell size of 8x8 pixels, and block 

size 0f 2x2 for HOG descriptor with 9 bins. A number of 300 

trees are used for Random Forest classifier. No preprocessing 
operation of any kind was applied to the datasets.  

4.1. AT&T database 

There are 400 images in AT&T of size 112 × 92, belonged to 40 
people, which means 10 images for each person with different 
lighting conditions, scales, rotation, and facial expression. The 
dataset is divided equally into train and test sets of 200 per set 
with 5 images per person. [10]. Table (1) and Fig. 5 shows the 
recognition rate of the proposed method with AT&T dataset with 
different number of blocks and different classifiers. The results 
show the steady performance and high accuracy rate of the classi-
fiers despite the different number of blocks and lack of any pre-

processing operations. The only exception is the Random forest 
classifier which shows some fluctuations in its performance 
 

Table 1: The recognition rate of the proposed method for AT&T 

Classifier 

Number of Blocks 

16 

Blocks 
8 Blocks 4 Blocks 2 Blocks 

SVM(RBF) 99 99.00 99.50 99.50 

Chi-square 99 98.50 97.00 98.50 

KNN 98 98.00 97.00 97.00 

Random forest 97 93.00 95.00 93.00 

 

 
Fig. 5:  The recognition rate of the proposed method for AT&T 

4.2. The Color Feret Dataset 

This database was created between 1993 and 1996, and has 11338 
images of size 512 x 768 with 994 individuals. It has 13 different 
orientation poses such as frontal, head right or left. Some subjects 
are wearing glasses or different hair style [9]. Two sets of Color 
Feret are used, Fa for training set, and Fb as test set. Fa has the 
frontal image of each person and Fb contains the alternative fron-
tal images. Fa consists of 994 images whereas Fb has 992 images 
and there is only one image for each subject. Before applying the 

proposed method, the images were converted to grayscale images 
and resized to 112 x 92. Table (2) and fig. 6 show the recognition 
rate of The proposed method with Color Feret dataset with differ-
ent number of blocks and different classifiers. The recognition rate 
of all classifiers is lower than the AT&T rate due to having only 
one training sample of each subject in the dataset. However, the 
results still show the steady performance despite having limited 
training samples and different number and size of blocks.  

 
Table 2: The recognition rate of the proposed method for Color Feret 

Classifier 

Number of Blocks 

16 

Blocks 
8 Blocks 4 Blocks 2 Blocks 

SVM(RBF) 90.82 91.42 89.92 92.92 

Chi-square 89.82 90.83 92.80 93.23 

KNN 89.50 90.6 91.12 93.00 

Random forest 80 77.78 77.76 77.46 

 
Fig. 6: The recognition rate of the proposed method for Color Feret 

5. Conclusions 

In this paper, three powerful feature extraction descriptors, local 
Binary Pattern (LBP), Local Ternary Pattern (LTP), and Histo-
gram of the Oriented Gradient (HOG) were combined to extract 
better features of the face image. Since different areas of a face 
convey different details, image blocking was employed to 
strengthen extracted features with more local facial features. To 

validate the strength of the method, two datasets were used in our 
experiments with different blocking number. Support Vector Ma-
chine, Chi- square distance, k nearest neighbour, and Random 
forest were utilized to measure the accuracy of our method. The 
outcome was promising despite the recognition rate was around 90% 
in Color Feret which due to having only one training sample per 
subject. Moreover, improvement can be made by applying pre-
processing operation to reduce noise and brightness.  
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