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Abstract 
 

One of the abnormalities in the heart that can be assessed from an ECG signal is premature ventricle contraction (PVC). PVC is a form 

of arrhythmia in the form of irregularity in beat ECG signals. In this study, a multilevel wavelet entropy method was developed to 

distinguish PVC and normal ECG signals automatically. Data was taken from the MIT-BIH arrhythmia database with the process 

carried out is normalization, median filtering, beat-parsing, MWE calculation and classification using SVM. The results of the experi-

ment showed that MWE level 5 with DB2 as mother wavelet and Quadratic SVM as classifier resulted in the highest accuracy of 94.9%. 

MWE level 5 means only five features needed for classification. The number of features is very little compared to previous research 

with a quite high accuracy. 
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1. Introduction 

The Health of someone’s heart could be seen from the ECG signal 

generated from heart activities. ECG signals are rated by rhythm, 

shape, and orientation [1]. Shape change, rhythm, and ECG signal 

orientation indicate the existence of heart abnormalities. One of the 

heart abnormalities is an arrhythmia. Arrhythmia is caused by heart-

beat irregularity, speed interference, or problem in heart electricity 

signal transmission [2]. One of arrhythmias type is premature ven-

tricle contraction (PVC). PVC is caused by early myocardial depo-

larization originating from the ventricular region. Lots of PVC hap-

pens in adults. 

The various method has been developed to detect PVC or other ar-

rhythmia using a digital signal processing technique. Lanata et al. 

used the bispectral method for classification of five types of ar-

rhythmia [3]. While, Mitra and Samanta used correlation-based fea-

ture subset selection (CFS), principal component analysis (PCA), 

association rules (AR), and rough set theory to reduce ECG signal 

dimensions [4]. Kaya and Pehlivan used PCA, ICA, and SOM for 

data reduction on PVC ECG signal. Neural network (NN), support 

vector machine (SVM), K-nearest neighbor (KNN), and decision 

tree (DT) were used as classifiers [5]. Previous researches chose to 

use feature extraction technique while some only used signal di-

mensions reduction method. 

In this study, the entropy wavelet-based method called the multi-

level wavelet entropy (MWE) was used for PVC classification. 

Wavelet entropy was proposed by Rosso et al. for EEG signal anal-

ysis [6]. Usually, WE was only calculated on one decomposition 

level, but on this research, WE was calculated on several decompo-

sition levels, so it is called multilevel wavelet entropy (MWE). WE 

measurement on several decomposition levels is expected to give 

more complete information about ECG signal energy distribution. 

The proposed method merged with SVM was expected to give high 

accuracy for PVC classification using ECG signal. 

2. Material and Methods 

Figure 1 shows the block diagram of this study. At first, the original 

ECG signal was preprocessed for normalization and noise reduction. 

Then the parsing beat process is performed to break the ECG signal 

into one cycle of ECG signals. Next feature extraction was done in 

the form of entropy wavelet calculations at several levels. Entropy 

wavelets will be used as input for the classification process. The 

results obtained are classification accuracy. The more detailed ex-

planation is given in the following subsection. 

2.1. ECG Database 

The ECG signal data used in this study came from The MIT-BIH 

Arrhythmia Database [7]. Data were selected which have normal 

ECG and PVC signals. Each data was taken with a sampling fre-

quency of 360 Hz from lead II and one additional lead. Each data 

has an annotation that shows the time and beat label in the form of 

an R wave location. In this study, ten files were used with the num-

ber of each normal ECG wave and PVC as in Table 1. 

2.2 Pre-processing 

Preprocessing is intended to reduce the noise that occurs in the sig-

nal. There are two processes performed on the input signal. First is 

the average reduction as in Equation (1) [8]. 

 

𝑠(𝑡) = 𝑥(𝑡) − �̅�                                     (1) 
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Fig. 1: Diagram block of system 
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Fig. 2: Tree diagram for DWT level 3 

 
Table 1: Total number of beat from selected files in MIT-BIH database 

Filename Normal PVC Total 

106 0 520 520 

108 1738 17 1755 

109 0 38 38 

114 1820 43 1863 

116 0 109 109 

118 0 16 16 

119 1543 444 1987 

124 0 47 47 

200 0 826 826 

201 1625 198 1823 

Total 6726 2258 8984 

where x (t) is the input signal, x̅ is the average of the input signal, 

and s(t) is the output signal. 

In the next process, baseline wander removal using a median filter 

is carried out. Median signals are selected from three consecutive 

signal samples to eliminate fluctuations that occur in the signal. 

This filtering process is expressed in Equation (2) [5]. 

 

𝑦(𝑡) = 𝑚𝑒𝑑(𝑠(𝑡 − 1), 𝑠(𝑡), 𝑠(𝑡 + 1))                       (2) 

 

where y(t) is the output signal, s(t) is the input signal. The result of 

this process was ECG signals that were more even and not volatile.   

2.3 Beat parsing 

Beat parsing was done to cut the ECG signal data into one cycle of 

ECG signals. One QRS pattern in each cycle indicated a cycle of 

the ECG signal. Because there has been an annotation of the R sig-

nal on the long signal data one ECG signal was calculated from the 

R signal. One ECG signal is 200 samples in length then one ECG 

signal is determined as equation (3) 

 

𝐸𝐶𝐺𝑖 = [𝑦(𝑛𝑖 − 99),… , 𝑦(𝑛𝑖),… , 𝑦(𝑛𝑖 + 100)]      (3) 

                                               

where 𝐸𝐶𝐺𝑖 is the ith ECG signal, y(n) is the input signal and ni is 

the sample signal which is the ith R signal.   

2.4 Multilevel wavelet entropy 

Discrete wavelet transform (DWT) for any signal s(t) can be 

expressed by Equation (4) [9]: 

 

(𝑊𝜓𝑆)(𝑗, 𝑘) = ∫ 𝑆(𝑡)𝜓𝑗,𝑘
+∞

−∞
(𝑡)𝑑𝑡                           (4) 

 

where  𝜓𝑗,𝑘(𝑡) is discrete mother wavelet function, j and k are scale 

and translation parameters, and j ≠ 0. The tree diagram for the 3rd 

order DWT is given in Figure 2. 

If given the wavelet coefficient as follows 𝐶𝑗(𝑘) = 〈𝑆,𝜓𝑗,𝑘〉 which 

is the result of DWT, then the energy of the signal is on a scale 𝑗 =
1, 2, … , 𝑁 is stated as Equation (5). 

 

𝐸𝑗 = ∑ |𝐶𝑗(𝑘)|
2

𝑘                                           (5) 

 

The total energy of the DWT signal can be expressed by Equation 

(6). 

 

𝐸𝑡𝑜𝑡 = ‖𝑆‖2 = ∑ ∑ |𝐶𝑗(𝑘)|
2

𝑘 = ∑ 𝐸𝑗𝑗𝑗                 (6) 

 

The relative energy of wavelets for scale j is expressed by Equation 

(7). 

𝑃𝑗 =
𝐸𝑗

𝐸𝑡𝑜𝑡
                                                                (7) 

 

So wavelet entropy (WE) can be defined as Equation (8) [6]. 

 

𝑊𝐸 = −∑𝑝𝑖 ln 𝑝𝑖                                    (8) 

 

In this study multilevel wavelet entropy (MWE) is proposed. If the 

DWT is N-order, MWE will generate N features in the form of WE 

in order 1 to N. So that it can be written as Equation (9). 

 

𝑀𝑊𝐸𝑁 = [𝑊𝐸1,𝑊𝐸2, … ,𝑊𝐸𝑁]                    (9) 

 

with a WE1 value of zero that can be used or ignored. In this study, 

the value of N = 5, and WE1 is used as a feature. So the features 

produced by MWE are 5. 
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Fig. 3: (a) original signal (b) signal after preprocessing 

2.5 Classification and validation 

This study used the support vector machine (SVM) as a classifier. 

SVM is a classifier that uses a hyperplane to separate one class from 

another class [10]. The characteristics that become input from SVM 

were transformed into high dimensional feature space and further 

separated by hyperplane. The hyperplane is a straight line or field 

that separates data between classes. The best hyperplane was 

obtained by maximizing the margin between two objects from dif-

ferent classes. The margin was the distance between the hyperplane 

with the closest pattern in each data class. The closest position be-

tween the patterns of each class was called support vector. In a con-

dition where linear or linear lines could not separate characteristic, 

a method called kernel trick was needed. In addition to being used 

linearly, SVM also used quadratic SVM and Cubic SVM. 

 

SVM requires a training process before it was used for the classifi-

cation process. For the distribution of training data and test data, N-

fold cross-validation (N-Fold CV) was used. In this research N = 5 

and N = 10 is defined. At N = 5, the data was divided into five 

datasets with one data set as test data and four data sets as training 

data. This process is repeated five times until all datasets have be-

come test data. This method was better regarding more stable accu-

racy compared to the random distribution of training data and test-

ing data [11]. 

3. Results and Discussion 

Figure 3 displays the initial ECG signal and after preprocessing. 

After preprocessing, the amplitude increases because the average 

value of the initial signal is negative. Meanwhile, the median filter-

ing reduces noise and baseline shifts from the original signal. Me-

dian filtering uses three consecutive signal samples as input. The 

use of more signal samples can be tried to get a more flat signal.  

Feature extraction begins with the wavelet decomposition process 

using several levels. Like Figure 2, at level 1 generated A1 and D1 

subband with bandwidth 0-90Hz and 90-180Hz. Next, at level 2, 

subband A2, D2, and D1 were produced with a bandwidth of 0-45 

Hz, 45-90 Hz, and 90-180Hz. So on so that at level 5, six subbands 

were produced, namely A5, D5, D4, ..., and D1. WE was calculated 

at each decomposition level so that it produces one WE value at 

each decomposition level. The MWE calculation results for some 

mother wavelets are shown in Figure 4. The WE value at the low 

decomposition level occurs because the signal energy is relatively 

concentrated at low frequencies (<50 Hz). This causes the energy 

subband D1 to be much lower than the subband A1 energy. Uneven 

energy distribution like this makes the entropy value low [12]. It 

appears that the MWE PVC value is higher than the normal ECG, 

this is influenced by the nature of PVC which is much more volatile 

than the normal ECG. Signals with higher fluctuations have higher  
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(c) 

Fig. 4: Plot of MWE for N = 5 (a) Haar (b) using Db2 (c) Bior2.4 

 

complexity resulting in higher entropy. Figure 4 does not show a 

significant difference between MWE values using different mother 

wavelets. The selection of mother wavelet affects the order of the 

wavelet filters associated with filter response. Meanwhile, on WE 

only calculated the energy probability relative to each subband. Vis-

ually the effect of selecting mother wavelet does not affect the pat-

tern of the resulting characteristics, but it adheres to the accuracy 

obtained.  

Table 2 and Table 3 presents the classification accuracy using three 

kinds of SVM, two types of N-fold CV, five types of mother wave-

let, and four types of decomposition level. The highest accuracy is 

generated by Quadratic SVM with Db2 mother wavelet, 5fold CV, 

and level decomposition of 5 which is 94.9%. On average, Quad-

ratic SVM produces higher accuracy for higher decomposition level 

compared to other SVM. But, if decomposition level was reduced 

that mean the number of features was reduced, the accuracy of 

quadrature SVM decrease quickly. 
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Table 2: Accuracy using 5-fold CV 

Decomposi-

tion level 

Haar Db2 Db8 Bior1.5 Bior2.4 

L Q C L Q C L Q C L Q C L Q C 

2 50.9 33.9 62.2 54.5 39.5 64.7 74.9 38.1 64.9 55.5 31.8 74.8 39.3 38.4 68.3 

3 74.9 36.7 57.2 74.9 48.1 71.2 74.9 46.5 64.8 74.9 42.6 54.7 74.9 37.7 70.3 

4 91.6 89.3 76.1 74.9 58.2 45.2 74.9 58 54.6 82.3 87.3 58.7 82.2 86.6 64.6 

5 92.5 94.1 80.6 85.8 94.9 56.8 92.5 94.2 65.7 88.6 92.9 68.3 92.5 94.1 70 

                                                                                                                                               L = linear SVM, Q = quadrature SVM, C = cubic SVM 

 
Table 3: Accuracy using 10-fold CV 

Decomposition 

level 

Haar Db2 Db8 Bior1.5 Bior2.4 

L Q C L Q C L Q C L Q C L Q C 

2 53.1 31.4 59.7 66.1 48 62.3 64.9 44.1 49.9 44.6 31.2 71.2 47.3 36.1 36.1 

3 74.9 41.3 52.7 74.9 55.1 72 74.9 48.1 40 74.9 45.1 68.6 74.9 40.1 63.6 

4 91.5 88.8 70.4 74.9 57.7 58.9 74.9 50.9 58.6 82.3 86.2 67.3 82.2 77.2 57.2 

5 92.5 94.1 79.9 92.4 94.1 71.2 84.9 87.2 52 88.5 92.7 65.7 92.5 94.2 71.3 

                                                                                                                                               L = linear SVM, Q = quadrature SVM, C = cubic SVM 

 

The difference between 5fold CV and 10fold CV was in the number 

of dataset used as training data and testing data. The 5fold CV pro-

duced higher accuracy although theoretically 10fold CV make the 

classifier smarter than 5 fold CV since more dataset was used as 

training data.   

Lower decomposition level (2, 3, and 4) produced lower accuracy 

than decomposition level 5. It can be seen in Figure 3 and Figure 4 

that WE for decomposition level 5 produced more distinct that WE 

form lower decomposition level. The selection of decomposition 

level would affect the width of subband which would also affect the 

value of WE. Using sampling frequency 360 Hz, decomposition 

level 1 would produce subband A1 (0-90 Hz) and D1 (90-180 Hz) 

that would produce WE = 0 since there was no significant infor-

mation in subband D1. Decomposition level 2 would produce sub-   

band A2 (0-45 Hz), D2 (45-90 Hz), and D1. The WE value would 

increase because some information was lied in A2 and D2 that make 

the information spread more even. Higher decomposition level 

would produce subbands with a more even distribution of infor-

mation so that WE value will be higher [12]. 

The proposed method can produce accuracy using only five features. 

This shows that the proposed method is good enough to separate 

normal PVC and ECG. The MWE method is affected by the selec-

tion of the mother wavelet and decomposition level. Exploration of 

mother wavelets and the right level of decomposition to get higher 

accuracy can be the next research topic. 

In previous studies, deep learning was used to detect 17 classes of 

cardiac arrhythmia [13]. The extraction method used is high order 

statistics. Meanwhile, in other studies, several classifiers such as 

SVM, NN, DT with KNN and PCA and ICA were used as feature 

reduction methods [5]. Both studies resulted in an accuracy of up to 

99%. The use of 10 PCs on PCA with Fuzzy C-mean results in an 

accuracy of 80.91% [14]. Almost the same method with WE was 

shown in [15]. In this study multilevel wavelet packet entropy 

(MWPE) was used for lung sound feature extraction. If MWE was 

based on DWT, then MWPE was based on wavelet packet 

decomposition (WPD). The results of the study showed that MWPE 

level 4 produced the highest accuracy for the classification of five 

pulmonary sound classes. Some studies produce higher accuracy 

compared to this study while some studies have resulted in lower 

accuracy. This shows that the proposed method is quite competitive 

regarding accuracy. It is still possible to increase accuracy in this 

method by selecting the right parameters.   

4. Conclusion  

This study describes the classification of PVC based on ECG sig-

nals using MWE and SVM. MWE decomposes the ECG signal us-

ing several decomposition levels then calculates WE and makes it 

as feature. SVM is responsible for classifying the characteristics 

that become the input. The resulting accuracy is a maximum of 94.9% 

using quadratic SVM, DB2 with level 5 and 5fold CV. This result 

is quite competitive compared to other studies considering that with 

a simple method, few features can produce accuracy up to 94.9%. 

This method was influenced by decomposition level and mother 

wavelet. In this study, all the decomposition result sub-bands were 

used for WE calculation. The optimal selection of subband for WE 

calculation can be an advanced research topic.  
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