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Abstract 
 
Turning operation, a type of machining process using Computer Numerical Control (CNC) machine in which a cutting tool, typically a 
non-rotary tool bit, moves to describe a helix toolpath while the cylindrical metal workpiece rotates. Numerous conflicting performance 
functions such as maximizing material removal rate, minimizing the product’s quality, maximizing the tool life and others, remains cru-
cial for a system to optimize in order to obtain optimum benefit. The machinist is required to assign the optimal cutting parameters in 
CNC turning machine which have direct influence on the performance of each cutting process and machined product. It is very crucial 
for optimal parameters selection to maximize the performance function. A new optimisation model has been proposed in this paper. This 
model, uses Box Behnken Design (BBD) for design of experiment and the prediction model has been developed using Extreme Learning 
Machine (ELM) which is tuned using Particle Swarm Optimization. A powerful and effective, Multi Objective Genetic Algorithm (MO-
GA) will act as an optimizer of the developed model. Turning input parameters such as feed rate, cutting speed and depth of cut were 
considered as input variables and surface roughness, specific power consumption and cutting force were used as output variables. This 
novel approach, BBD-ELM-PSO-MOGA can predict the optimal cutting parameters as demonstrated in our case studies with less num-
ber of tunable parameters and number of experiments. Therefore, it is fast, less time consuming and easy to be implemented. 
 
Keywords: Turning operation, Multi objective Optimization Genetic Algorithm, Extreme Learning Machine, Box Behnken Design, Particle Swarm Opti-
mization. 

1. Introduction 

Metal cutting has become a very large sector in Malaysia. Turning 
operation is one of the process which include straight cutting, 
taper turning, profiling, grooving, facing, threading and drilling. 
Conventional lathe, which is manipulated by operator and the 
computer controlled Computer Numerical Control (CNC) machine 
are two examples of lathe machines used in the industry. Since the 
introduction of CNC in manufacturing, metal machining compa-
nies prefer to use CNC rather than conventional lathe. Using CNC, 
manufacturing cost can be significantly reduced, without com-
promising on quality of producing parts which are cut at high 
precision, accuracy and increased machine tool efficiency. In or-
der to run a CNC machine, the machinist needs to enter the pa-
rameter values for the selected design and material.  

These input values, which are referred as cutting parameters, will 
directly influence the performance(s) of the final product [1]. 
There are three main cutting parameters in turning operation 
which are depth of cut, cutting speed and feed rate. Normally, the 
machinist will determine the parameters based on his/her working 
experience and use the manual handbook provided the machine 
manufacturer as a guide. Yet, these suggested values will not be 

the most accurate for optimal cutting parameters of a selected 
design and material.  

In order to solve this issue, the statistical approaches such as 
Taguchi method (TM) and Response Surface Methodology were 
introduced by [2, 3]. The researchers gave higher priority for TM, 
Asilturk and Akkus [3] used TM in finding the optimal cutting 
parameters for minimizing the surface roughness while Campo-
seco-Negrete [4] used it to minimize the energy consumption for 
turning operation. Yet, these conventional optimization approach-
es were unable to solve multi objective problem. Many multi ob-
jective performances involve conflicting performance function 
such as maximizing material removal rate, minimizing the prod-
uct’s quality (dimensional accuracy/ surface roughness), maximiz-
ing the tool life, and reducing the effect towards the environment 
and many more [5]. There are some researchers who have tried to 
solve multi objective problem using modified conventional opti-
mization approaches. But their multi objective methods tend to 
converge into local minima based solution [6, 7, 8]. It becomes 
more complicated when many practical constraints were consid-
ered [7]. In order to achieve optimum values, the researchers con-
ducted many experiments [9, 10]. 

Thus, the metaheuristic method is chosen to deal with the conven-
tional optimization problem. The modified metaheuristic is intro-
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duced over normal algorithm such that it can give the non-
dominated solutions or Pareto optimal solution for multi objective 
function. The Pareto optimal is a set of solutions that consider all 
the objectives without sacrificing at least one objective function 
[11]. Santana et al. [12] used Particle Swarm Optimization (PSO) 
which has a diversity mechanism called crowding distance and 
roulette wheel to deal with multi objective optimization. Mandal et 
al. [13] has reported that Genetic Algorithm (GA) has widely used 
in determining optimal cutting parameters considering multi ob-
jectives. Among the approaches discussed, Non-dominated Sort-
ing Genetic Algorithm 2 (NSGA-2) is identified to be the most 
powerful and fast approach. Many have proved that GA gives 
better result in optimizing the machining parameters for multi 
objective optimization problem [7, 14, 15].  

However, most of the literature on metaheuristic algorithm have 
predefined empirical models for their performances [7, 16]. But, 
none of them explained on how they propose the empirical model. 
Therefore, based on the reviews, improved optimization method is 
introduced in this paper to provide the whole process of optimiza-
tion which starts from modelling up to solving the simultaneous 
multi objective optimization. The aim of this systematic approach 
is to deliver optimal cutting parameters for multi objective per-
formances in turning operation with the lowest number of samples 
for modelling phase without compromising on accuracy. The rest 
of the paper is organized as follows: The proposed method will be 
explained in Section 2 while the experimental setup and cutting 
conditions are defined in Section 3. Section 4 discusses the results 
and finally, this paper is concluded in Section 5.  

2. Proposed Method 

The proposed optimization method is a combination of statistical 
and artificial intelligence (AI) techniques, as shown in Figure 1. It 
contains three stages which are preparation of experimental data, 
modelling and optimization. For the first stage, the statistical tech-
nique will be used to generate the data set for the modelling phase.  
In this stage, the lowest number of data set with the best prediction 
accuracy for the cutting performance will be identified. In the 
second stage, an AI model will used for training and prediction of 
the require performance. In the third stage, an optimizer will de-
termine the optimal input by using the trained model. 

 
Fig. 1: Block diagram of the whole system 

2.1. Box Behnken Design (BBD) 

Design of Experiment (DOE) is a systematic approach which can 
be applied in many engineering problem. The Response Surface 
Methodology (RSM), a type of DOE, which can identify the rela-
tionship between variable and the performance(s) systematically. 
There are two types of RSM which are Central Composite design 
(CCD) and Box Behnken design (BBD). When compared to CCD, 
BBD requires least number of experiments as it does not consider 
the point at the vertices of the experiment region. The advantage 
using the midpoints of edges instead of vertices is the level com-
binations might be easy to test since it is inside the physical pro-
cess constraint. The Figure 2 shows an example of geometric rep-
resentation of three factors Box-Behnken design.  

 
Fig. 2: Geometric representation of BBD for three factors 

According to Ahmad et al, BBD with RSM proved to be the most 
reliable experimental design that could be used in predicting the 
performance function of machining [17]. The case study conduct-
ed by the authors show that for three levels and factors experi-
ments, the BBD provided the smallest number of experiments, 
which is fifteen, and produced smaller average variance compared 
to others experimental designs. For this reason, BBD has been 
chosen as the experimental design in the modelling technique. 

2.2. Extreme Learning Machine (ELM) 

In 2006, Huang et al proposed a modeling technique called Ex-
treme Learning Machine (ELM). The enhancement proposed by 
Xu and Shu proved to be the fastest and has good generalization 
achievement when compared to conventional ELM [18]. Each 
layer is connected by the weight (w). During the modelling pro-
cess, these weights are randomly assigned. It does not need to be 
tuned like the traditional single layer feed forward neural network 
but manage to develop an accurate model even though it has a 
limited data [19]. The ELM works by finding the hidden to output 
weights (𝜷𝜷�), as shown in Equation 1, using Moore-Penrose pseudo 
inverse matrix provided by Equation 2. 

𝜷𝜷� = 𝑯𝑯†𝑻𝑻                            (1) 

where H is the hidden output and H† is the Moore-Penrose gener-
alized inverse of matrix H. 

𝑯𝑯 = ��
𝒇𝒇(𝒘𝒘𝟏𝟏𝒙𝒙𝟏𝟏 + 𝒃𝒃𝟏𝟏) ⋯ 𝒇𝒇(𝒘𝒘𝑵𝑵𝒙𝒙𝟏𝟏 + 𝒃𝒃𝑵𝑵)

⋮ ⋱ ⋮
𝒇𝒇(𝒘𝒘𝟏𝟏𝒙𝒙𝑴𝑴 + 𝒃𝒃𝟏𝟏) ⋯ 𝒇𝒇(𝒘𝒘𝑵𝑵𝒙𝒙𝑴𝑴 + 𝒃𝒃𝑵𝑵)

��   (2) 

and T is the target, T=(T1,…,TN)T. 
The ELM is considered to reach the solution when it has achieved 
the properties in Equation 3 and 4. 
1. The trained error for ELM to reach the minimum value. 

𝐦𝐦𝐦𝐦𝐦𝐦�𝑯𝑯𝜷𝜷� − 𝑻𝑻�                   (3) 

2. The output weight for the ELM is the smallest weight. 

𝐦𝐦𝐦𝐦𝐦𝐦�𝜷𝜷��      (4) 

The prediction result often ends up being unsatisfactory because 
the ELM input weight and hidden bias are always chosen random-
ly. The author in [20] discusses the improved variant of ELM, 
where the weights from input layer to hidden layer were optimized 
using Particle Swarm Optimization (PSO). Experimental results in 
[20] shows that improved ELM can produce the best performance 
based on the ELM architecture. The advantage of combining ELM 
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with PSO includes the fact that only minimum parameter is need-
ed to be adjusted. It also considers a particle taken from the real 
number while decreasing the norm of the output weights. Besides 
that, the input weight and hidden biases are constrained within a 
appropriate range in order to improve the ELM performance. Fur-
ther details on the modelling method have been explained in detail 
in [20]. The parameters for our ELM architecture are given in 
Table 1.  

Table 1: Parameters for ELM 
Parameters Description 
Number of input nodes 3 
Number of hidden nodes 11 
Number of output nodes 2 
Activation function at hidden layer Tangent Hyperbolic 
Activation function at output layer Linear 

2.3. Particle Swarm Optimization (PSO) 

Kennedy and Eberhart [21] introduced PSO to find input weight 
and bias which could fit prediction model in optimal manner. The 
swarms refer to the population while the potential solution refers 
to the particle inside PSO. The velocity calculation of each parti-
cle is shown in equation 5 and 6. The particle will be improved 
based on its local best position within its neighbourhood and also 
the global best position according to the whole swarm population. 

𝒗𝒗𝒊𝒊𝒌𝒌+𝟏𝟏 = 𝒘𝒘𝒗𝒗𝒊𝒊𝒌𝒌 + 𝒄𝒄𝟏𝟏𝑹𝑹𝟏𝟏�𝒑𝒑𝒊𝒊 − 𝒙𝒙𝒊𝒊𝒌𝒌� + 𝒄𝒄𝟐𝟐𝑹𝑹𝟐𝟐�𝒑𝒑𝒈𝒈 − 𝒙𝒙𝒊𝒊𝒌𝒌� 
     (5) 

𝒙𝒙𝒊𝒊𝒌𝒌+𝟏𝟏 = 𝒙𝒙𝒊𝒊𝒌𝒌 + 𝒗𝒗𝒊𝒊𝒌𝒌+𝟏𝟏      (6) 

where w is the inertia weight, while c1 and c2 refers to the local 
and global acceleration coefficients, respectively with the interval 
of 0 < c1;c2 < 2. In this study, the input weights and biases are 
randomly assigned and will be the PSOs’ particles. Each particle 
will has its own fitness value which is the error on the validation 
data set. This error will be calculated based on Box Behnken De-
sign - Extreme Learning Machine - Particle Swarm Optimization 
(BBDELM-PSO). Then, the particle will improve its position and 
velocity by iteratively modifying its personal best position p1 and 
the global best position pg. The c1 and c2 are set to be 2 while w is 
equal to 1. To achieve the minimum prediction error of the test 
data set and the smallest norm of output weight, the process of 
adjustment of p1 and pg will be repeated. The result achieved for 
this algorithm will be the input weight and bias which has the 
lowest validation error among its population. 

2.4. Multi Objective Genetic Algorithm (MOGA) 

Multi objective optimization makes its decision by evaluating the 
given mathematical model of more than one constraint at the same 
time. In our context, the output parameters such as cutting force, 
surface roughness and specific power consumption need to be 
minimized. In the final stage, Multi Objective Genetic Algorithm 
(MOGA), is selected as the optimizer. Therefore, the overall opti-
mization method proposed by the author is BBD-ELM-PSO-
MOGA. The MOGA design was implemented using MATLAB 
software. MOGA was run with default parameters set in the 
toolbox, as summarized in Table 2. 

Table 2: MOGA Parameter details 
Parameters Details 
Population size 30 
Crossover rate 0.75 
Mutation type Polynomial 
Termination criterion 700 

3. A Case Study of Multi Objective Optimiza-
tion 

In order to test the accuracy of the multi objective optimization 
method, we used two case studies as an example of turning opera-
tion problem. The proposed BBD-ELM-PSO-MOGA method will 
be used to determine the best solution for each turning operations 
scenario. 

For first case study, Ramanujam et al. [9] have turned Aluminium 
Silicon Carbide particulate Metal Matrix Composite using poly-
crystalline diamond insert. Using L27 orthogonal array, the ma-
chining parameters (depth of cut, cutting speed and feed rate) are 
divided into three levels. The parameters for their experiment are 
shown in Table 3. They obtain the optimum parameters which 
satisfied minimum surface roughness and specific power using 
grey relational analysis. 

Table 3: Machining parameters and their levels 
Machining  
parameter Unit Level 1 Level 2 Level3 

Cutting speed m/min 75 120 180 
Feed rate mm/rev 0.1 0.3 0.3 
Depth of cut mm 3.92 5.48 5.57 
However, they need to run at least 27 experiments to come to the 
optimal solution. In our study, the author run the BBD-ELM-PSO-
MOGA with only 15 samples extracted from their experimental 
data to satisfy the minimum surface roughness and specific power 
consumption. The result for modelling prediction and optimization 
are shown in Table 4 and Table 5 respectively. In order to validate 
the results, the mean absolute error (MAE) given in Equation 7 
was used. 

Table 4: Testing value for prediction model 

Measured surface 
roughness (SR)(µm) by 
Ramanujam et al.(2011) 

Predicted 
SR(µm) 

Measured 
 power  

(10-6)(Pascal) by 
Ramanujam et al. 

(2011) 

Predicted  
power  
(10-

6)(Pascal) 

5.22 5.27 10.93 10.96 
5.95 6.00 5.33 5.26 
4.03 3.92 5.48 5.57 

Table 5: The predicted optimal cutting parameters 

 Ramanujam et al. (2011) Proposed  
method 

Cutting speed (m/min) 180 180 
Feed rate (mm/rev) 0.2 0.2 
Depth of cut (mm) 0.9 0.9 

𝑴𝑴𝑴𝑴𝑴𝑴 =
∑ |𝒅𝒅𝒅𝒅𝒅𝒅𝒊𝒊𝒅𝒅𝒅𝒅𝒅𝒅 𝒐𝒐𝒐𝒐𝒐𝒐𝒑𝒑𝒐𝒐𝒐𝒐𝒊𝒊 − 𝒂𝒂𝒄𝒄𝒐𝒐𝒐𝒐𝒂𝒂𝒂𝒂 𝒐𝒐𝒐𝒐𝒐𝒐𝒑𝒑𝒐𝒐𝒐𝒐𝒊𝒊|𝒏𝒏
𝒊𝒊=𝟏𝟏

𝒏𝒏  (7) 

where n is the number of samples. 

In the second case study, L27 orthogonal array design of experi-
ments was adopted by Nayak et al [10]. Similar optimization tech-
nique was used to determine the optimal parameters that satisfied 
the required performances. Machining parameters used in this 
study are tabulated in Table 6. 

Table 6: Machining parameters and their levels 
Machining  
Parameter Unit Level 1 Level 2 Level3 

Cutting speed m/min 25 35 45 
Feed rate mm/rev 0.1 0.15 0.2 
Depth of cut mm 1 1.25 1.5 
The surface roughness and cutting force are considered as the 
required performances. Table 7 and Table 8 shows result for mod-
elling prediction and optimization. 
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Table 7: Testing value for prediction model 

Measured surface rough-
ness (SR)(µm) by Nayak 

et al.(2014) 

Predicted 
SR(µm) 

Measured 
force (N) by 
Nayak et al. 

(2014) 

Predicted  
force (N) 

0.49 0.41 476 478 
0.57 0.60 839 839 
0.44 0.42 860 858 

Table 8: The predicted optimal cutting parameters 

 Nayak et al. 
(2014) 

Proposed  
method 

Cutting speed (m/min) 35 40 
Feed rate (mm/rev) 0.1 0.1 
Depth of cut (mm) 1.5 1.5 

4. Discussion 

Based on the experimental parameters for 15 experiments that 
were generated using BBD, our modelling and prediction were 
performed using the ELM-PSO architecture. The corresponding 
outputs of our model were compared with each case study, Rama-
nujam et al [9] and Nayak et al [10], by using MAE given in equa-
tion 7. The results tabulated in Table 9 shows that MAE between 
our proposed model and the two case studies, as shown in Table 4 
and 7, are less than 0.1 for all performances. The nearer to zero 
error indicates that the develop model can predict the performanc-
es very well. An important point to note here is our proposed 
method was able to produce almost the same output value as the 
other two case studies with smaller number of experiments, which 
gives a significant reduction in the cost of conducting experi-
ments.  

Table 9: Mean absolute error for modelling and prediction stage 
Case study Performance MAE 

Ramanujam et al. (2011)[9] Surface roughness 0.02 
Power 0.08 

Nayak et al. (2014)[10] Surface roughness 0.02 
Force 0.04 

5. Conclusion  

In this study, BBD-ELM-PSO-MOGA approach are proposed to 
optimize the cutting parameters for surface roughness in the turn-
ing operation. The machinist will never need to assume the cutting 
parameters or running the trial and error experiment as the method 
can give proper way in finding the optimal using BBD. The pro-
posed modelling method is fast in training the parameters. The 
method is also proved to be accurate and it requires less adjusting 
parameters.  
The MOGA produced an estimated value which is very close to 
the true optimal solution for multi objective performances. This 
proposed approach is fast, less time consuming and easy to im-
plement due to the less parameter required. For the purpose of 
future work, this approach can be applied for the optimisation of 
other machining process and the creation of an interface for easy 
user interaction. 
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