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Abstract 
 

People may be too seriously injured, incapable or endangered in emergency situations in their houses. Roommates or family members 

who live together in the same house can rescue or call 911 for them in the dangerous situations at home. The growth in the number of 

single-person households is currently rising over the decades and they have difficulties to get help from other people in case of serious 

injuries in their houses. There are surveillance video camera systems used which can simply classify the user behaviors to identify acci-

dent situations in a limited range of indoor areas where cameras are installed. To deal with this limitation, we propose a fusion algorithm 

to detect personalized unusual events via daily activity and vision patterns for a single household at home. We designed and implemented 

the proposed algorithm with the smartphone sensors, and a video camera installed in indoor areas. We evaluated individual activity and 

vision algorithms, and simulated the proposed fusion algorithm in scenarios. 

 
Keywords: Unusual event, Single Household, Activity, Vision, Fusion Algorithm. 

1. Introduction 

According to the 2017 report from household composition statistics in Eurostat [1], the major common type of household was single-

person households with one third (33.1 %) of the total number of households in 2016. The proportions of single-person households with-

out children by Germany, France, Italy, United Kingdom, and Sweden are 40.5 percentage, 34.7 percentage, 33.0 percentage, 31.3 per-

centage, and 51.8 percentage respectively in 2016. If nobody can come to their rescue or call 911 for them in some emergency situations 

like serious injuries or incapable incapability happens, they may be continuously wounded or seriously endangered. 

There are smartphone applications [2, 3] and camera-based systems [5, 6, 7, 8] to identify emergency situations. However, the mobile 

applications need the users to carry the phone on the body to detect the users’ behavior in indoor areas. The vision systems can classify 

the limited accident situations in a small range of a camera installed at home, but it cannot cover the whole areas in the house. We define 

“unusual events” to be infrequently-generated behaviors, such as no movement activity or an extreme stationary behavior in the same 

location. 

According to our previous research [9, 10], we also investigated that people’s daily behaviors are frequently repeated in their lives and 

thus we can predict a person’s future behaviors by measuring their daily behaviors. We collected data using sensors on the mobile phone-

-such as GPS, WiFi, Accelerometer, Proximity, Light, Orientation, and Gyroscope. We found that the accelerometer sensor of the 

smartphone is efficient to continuously detect user movement with low battery power and high accuracy.   

We propose an accurate fusion algorithm to identify unusual events utilizing user movement patterns with the smartphone accelerometer, 

and with a vision camera installed in the house. The movement classifier with the accelerometer on smartphone detects users’ activity 

behavior (no movement, small movement or slow walking, normal walking or running) to classify if the users are in emergency events. 

The video camera-based algorithm detects people or home objects to classify unusual situations, but each classifier’s accuracy was not 

suitable to cover the whole areas in the house. We analyzed and designed a method to combine all of these classifications for developing 

the accuracy performance of the detections. Lastly, we investigated a fusion algorithm to improve the detection performance by combin-

ing all identification results.   

We describe related works in this area in section 2. Section 3 describes the activity classifier with the accelerometer on the smartphone 

and the vision method with video camera, and explains the fusion algorithm. And Section 4 describes each classifier’s evaluations and 

simulation results of the fusion algorithm. Our ideas for future work are presented in section 5 while the conclusions are presented in 

section 6. 

2. Related Work 

There are human activity detection researches [2, 3, 4, 5, 6, 7] with an accelerometer to identify unusual events. These researches focused 

on detecting users’ falling situations as unusual events with an accelerometer. Other activity researches [4, 5] used the activity sensor to 
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detect movement and activity patterns [6, 7] for identifying unusual falling situations on the smartphone. They investigated to classify 

falling events of patients and elderly people. 

Video camera-based detection classifiers [8, 9, 10, 11, 12] were utilized to detect unusual events with user vision patterns. These re-

searches investigated vision-based user behaviors and extracted meaningful features to classify unusual situations. In particular, a vision-

based research [9] identified human postures using silhouettes and CNN. There is a normal behavior detection research to identify pedes-

trian and non-pedestrian [10]. A vision research [12] detected a person's angle, rate, and velocity with the KNN classifiers to detect ab-

normal events.  

In our previous behavior researches [13, 14], we investigated to identify behavior situations for improving the accuracy performance. 

These researches fused audio, accelerometer, GPS, and Wi-Fi sensors to improve each sensor’s accuracy in normal lives. An individual 

detection algorithm only using one sensor provides a limited accuracy performance in a variety of domains. We developed the fusion 

algorithm to improve abnormal event identifications in home settings. We also examined to develop movement detections using the ac-

celerometer on the smartphone for identifying user activity behaviours. [15, 16] 

We explored some notification applications that provide event information to a user [17, 18] or that are used to request help when a user 

is experiencing an emergency event [19]. These applications provides alert information to users to help them determine if they are locat-

ed in, or passing through, a dangerous place or safe place. These applications show recent alert information (i.e., location and type of 

crime), within a specified recent period and within the surrounding area of the users, selected by them on the mobile phone application. 

However, the users need to manually check for this information and it does not automatically provide alert information periodically when 

they move to other locations. SOS Emergency App [10] and Medical Alert [11] provide a functionality for the users to get help by press-

ing a single button when they find themselves in emergency situations. Users using these applications can easily obtain help, but it re-

quires a manual method to get help by pressing a single button. If the users are not physically capable of pressing the button during the 

emergency situation, they cannot be rescued. 

Offender Locator Lite [19] and Family Locator - Phone Tracker [20] applications are able to share users’ locations among family mem-

bers using the mobile phone. Additionally, the Offender Locator Lite application provides sex offenders’ locations to users who are in 

proximity to sex offenders’ homes, based on the users’ locations determined from the GPS sensor on the mobile phone. With both appli-

cations, family members are able to track other members’ locations, but both require regularly expending large amounts of battery power 

because they use a duty-cycling method which requires reading sensors in fixed small intervals of time. This method has an energy-

accuracy trade-off problem, which means it must expend a great deal of power to increase accuracy and that when saving power, accura-

cy is decreased. To solve this limitation of the duty-cycling method, adaptive algorithms [21, 22] have been proposed as a solution. A-

Loc [21] continually fine tunes the energy consumption to meet changing accuracy requirements by using the GPS, Wi-Fi, Bluetooth, 

and Cell-Tower sensors on the mobile phone. A user chooses a destination and the algorithm adjusts to use the most optimal sensor, ac-

cording to the destination’s distance from the user. If a user is far from the destination, the algorithm uses a cell tower or Wi-Fi to local-

ize the user and to conserve battery power. However, if the user is close to the destination, the algorithm uses the GPS sensor to obtain a 

more accurate location, but it consumes considerable battery power. This algorithm is also used to detect a user’s daily walking path and 

gait, but as noted, it requires the user to first select a destination in order to use the adaptive algorithm. This algorithm is also unable to 

provide accurate localization data the farther a user is from the destination. RAPS (rate-adaptive positioning system) [22] localizes a 

user’s location without requiring the user to select a destination, by using an adaptive algorithm supported by mobile sensors such as 

GPS, Wi-Fi, Bluetooth, Cell-Tower, and Accelerometer. This algorithm has increased location accuracy and consumes less battery power, 

while also measuring the user’s walking path and pattern. However, the RAPS algorithm cannot be adjusted to increase the localization 

accuracy of the user when he is in a dangerous place, and consume lesser battery power when he is in a safe place. 

3. Algorithm 

3.1. Location Detection 

 
Fig. 1: Experiment of user visited locations 

We estimate the user locations to check if the single-person households are in or near the house where video cameras are installed. We 

conducted basic GPS connection experiments using the smartphone for the user location detection.  

The location data our mobile application is stored on the phone whenever the user moves from one location to another, and this infor-

mation is used to build a historical location-based map. The historical map is then used to estimate whether or not the mobile user is in a 

habitually or frequently visited place. We used the Gaussian (Normal) distribution to aggregate historical data, based upon location data 

points collected from GPS or Wi-Fi sensors. From this aggregated historical data we determined an acceptable distance range for each 

data point recorded by the sensors. We used the ranges to determine a distance traveled measurement and a circle area covering range. 

We calculated this distance measurement, from each data point to the next one as, for example: (x1, y1) to (x2, y2), and then took this 

distance as the radius of a circle and drew an area covering range around this distance measurement. From these calculations we could 

thus determine a walking or driving distance and a covering range around that distance and location measurements. When a user fre-

quently visits in the same place, the size of the covering range is changed according to the next GPS connection. The number of covering 

ranges is increased whenever the user passes through the place. We measured Gaussian distribution using the multiple ranges created in 

the same place. In our previous research [13, 14], we found that the subjects spent 92% of their one week’s time period in four main re-
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peatedly visited places as shown in Figure 1. The 20 subjects spent two thirds (65%) of their total week’s time in the first ranked loca-

tion, 14% of their time in a second ranked location, and 8% and 5%, respectively in the third and fourth ranked top locations visited. 

 
Fig. 2: Experiment using GPS connection time on the HTC Nexus One 

We conducted an experiment to determine whether a user is located in an outdoor area or not by using the GPS sensor on the HTC Nexus 

One as shown in Figure 2. We implemented an application that obtains the phone’s location in both outdoor and indoor areas. Figure 2 

shows the average of distance errors using the GPS using the phone at home, office and outdoor area. During the experiment, we found 

that when the phone was in an outdoor area, the GPS sensor could connect to the satellites correctly. Usually when the phone was in an 

indoor area, it could not receive any signal from the satellites. However, when the phone was positioned close to a window in an indoor 

area, it sometimes obtained its location correctly. Therefore, we determined that if the phone was not receiving any signal from the satel-

lites, we could affirm that it was in an indoor area, but if it connected to them, we could not determine whether it was located indoors or 

outdoors.  Thus, we decided that the GPS sensor can be used only as a partial indicator to determine if a user is located indoors or out-

side. 

Wi-Fi works indoors, which we have verified to be practically true in typical indoor environments. We could track the user location in an 

indoor area. There may be occasional wireless disconnection, so we utilized the last GPS connection as the user location and the algo-

rithm recognize the user is in an indoor nearby. If the mobile device is disconnected/off near the user home, we determined the user is at 

home. 

3.2. Activity Classifier 

Any data generated by our application during the live system demonstration for a participant is stored on either the smartphone.  Further, 

our smartphone demonstration application collects any activity information from the participant during the demonstration. 

 
Fig. 3: Comparing with Activities depending on a size of windows 

In order to measure a user’s average normal movement impact (e.g., slow walking, normal walking, running) with accelerometer data, we 

first tried to measure the data in one-second intervals, but discovered that the amplitude, as shown in Figure 3, fluctuated greatly and 

contained a lot of unnecessary ”noise” in the data. However, we compared this time-interval measurement to other averaged timespan 

windows of 3, 5, 6 and 7 seconds. We found that after the 3-second window measurement, the amplitude lines for the other windows 

were very similar and fluctuated much less than the original one-second and the 3-second windows. Therefore, we chose the 5-second 

size window as a reasonable window size for our accelerometer measurement, so that when we used this window, the data are normal-

ized. Although using the 5-second window normalized data is sufficient for determining average normal movement impact of the user, it 

alone does not allow us to detect quick, sudden high impact movement, such as falling. The averaged normalized data smooths out any 

high impact activity measurements. Thus, we also use the raw one-second interval data in combination with the 5-second window nor-

malized data to detect such high impact movements, like sudden falling. 
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Fig. 4: Flowchart diagram for the activity classifier. 

Our application identifies the movement of the mobile accelerometer sensor on the smartphone as shown in Figure 4. It measured the 

movement with a multistep signal processing method. We calculated the sum of the x-axis, y-axis, and z-axis accelerometer values and 

measured the normalized average of accelerometer signals. We classify peak values with the average type of accelerometer-based activi-

ty. We examine movement strength using impact of between positive and negative peaks. The classifier detects the activities of 

smartphone users with threshold detection scheme in the processed accelerometer signal trace. Based on this detection method, we real-

ized that if there is no movement in a long time it is classified as unusual events. In order to determine whether the phone is completely 

immobilized, we compared the sensor data from two different stationary events: a phone placed on desk, and a user sitting on a chair, as 

shown in Figure 5. From this experiment, we observed that when a user is stationary (e.g., sitting on a chair) and is carrying the phone on 

his or her person (e.g., in a pocket), there is still very minor movement activity occurring which the phone will measure through automat-

ic activation of the accelerometer. The accelerometer will not activate automatically, however, in the cases when the phone is placed in a 

stationary location, such as a table, and is not carried anywhere on the user's body. We implemented a mobile application and collected 

the user’s daily activity using the accelerometer sensor on the phone as shown in Figure 6. 

 
Fig. 5: Stationary activity on the mobile phone. 

 
Fig. 6: The mobile application for the activity classifier. 
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Fig. 7: Basic experiment of the average number of high impact activities per day according to survey subjects. 

High impact activities occur in normal life situations and events. We measured the number of initial high impact events that occurred for 

users of our mobile phone survey. We averaged the number of initial high impact events that occurred for each user, and have summa-

rized these data for each individual phone survey subject as shown in Figure 7. The number of high impact events shown in this Figure 

represents only the first high impact measurement of the accelerometer; subsequent continuous accelerometer readings of these initially 

identified high impact events were ignored. The experiment shows the average and the standard deviation of the initial high impact ac-

tivity measurements calculated across all 20 survey subjects’ data. The total average number of initial high impact activities is 62.41 for 

all subjects and there was much variation across phone survey subjects in the number of high impact activities they performed. Based on 

this analysis, the high impact is not strongly relevant to unusual event detection using smartphone.  

3.3. Vision Classifier 

We designed and improved the existing vision algorithm for detecting user behavior events. Our proposed algorithm is experimented 

with a SNH-V6410PN video camera as shown in Figure 8. The existing algorithms like Haar cascade, Hog cascade, SSD mobinet, faster 

rcnn inception, etc. focus on detecting object or human using vision data. We also detected objects based on the existing Faster-Rcnn 

algorithm, and extended the simple object approach to the behavior pattern approach. We investigated detection performances of the 

existing algorithms such as Haar cascade [8], Hog cascade [8], SSD mobilenet [23], and Faster rcnn inception [24] to identify objects in 

home settings. We analyzed 100 or more video data collected from CCTV and measured each algorithm’s accuracy performance as 

shown in Table 1. Overall, we realized that the Faster-rcnn inception algorithm is better than other algorithms. We extended the Faster-

rcnn inception method to our classifier for the vision algorithm to classify unusual situations. 

 
Fig. 8: Experiment video camera: SNH-V6410PN. 

 
Fig. 9: Position, accuracy, ratio, degree, and others for human and Object detection using Faster r-cnn inception algorithm. 
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We analyzed human and objects at home using Faster-rcnn inception algorithm as shown in Figure 9. We measured transition of human 

position accuracy through ratio, degree, others according to time. We could do a variety of experiments in a normal or unusual life. By 

using this method, figure 10 shows an example of object and human detections with accuracy percentage in indoor areas. 

 
Fig. 10: An example of unusual event classification using object and Human detection in the indoor area. 

Table 1: Performance results of the existing vision classifier in indoor areas 

Algorithm Recall Precision Accuracy 

Haar cascade 0.48 0.096 0.09 

Hog cascade 0.52 0.36 0.34 

Object Detection        ssd_mobilenet 0.92 0.68 0.68 

Object Detection Faster-rcnn-inception 0.98 0.95 0.94 

 
Fig. 11: State chart diagram for the vision classifier to detect single household events 

 
Fig. 12: Human and object detection in a normal life using our vision classifier. 
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 The vision classifier detects movements using video data collected from the camera as shown in Figure 11. It identifies whether the 

movement things are objects or human as shown in Figure 12 in a normal life. We analyzed that the object movement at home can be an 

indicator to check if the single person is normal in the life. In other words, the vision algorithms sometimes may not detect human mov-

ing in a camera range because of non-human posture like four foot pose, body hidden by furniture, a part of body detection, and so on. In 

these cases, although the person is moving in a camera detection area, the vision algorithm cannot identify the human correctly. Howev-

er, if the person uses cups or books in the life, the objects’ locations are moved and the vision classifier can detect the object movement. 

Thus, if an object is moved to other locations or has disappeared, we analyzed that the person is in a normal life. 

 
Fig. 13: Indoor object detection using our vision classifier (upper one: raw camera image, lower one: frequently used furniture) 

 
Fig. 14: Indoor detection screens using our vision classifier (upper one: furniture detection accuracy percentage, lower one: daily behavior-based staying 

locations) 
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Figure 13 shows that there are some furniture which can be used to study, play games or watch TV in indoor area. Using the Faster-rcnn-

inception method, we detected them and classified frequently used furniture based on user daily behaviors as shown Figure 14. 

 
Fig. 15: Normal stationary behavior on the bed and detection using our vision classifier 

In a non-movement state based on the detected person’s location, our vision classifier identifies whether a person is normal or unusual in 

the life. When there is a person detected in a camera range, and if the person never moves after a long time in the area, the proposed algo-

rithm classifies whether the person is in a resting furniture like a chair, a bed, a couch, etc. where the person took time in a normal life as 

shown in Figure 15. We also measured user daily behaviors to find normal locations to take time in a normal life. The single person 

stayed in the location for a specified timeframe, we detected it as normal. Otherwise we detected that it is unusual in case that the person 

is located on the table, under the table,on the floor of the room, etc. where one never or infrequently took time in the normal life as 

shown in Figure 16. 

 
Fig. 16: Unusual stationary behavior in an infrequent location and detection using our vision classifier. 

Although the person is in the frequently located places in daily behavior or in the resting furniture, if the time is longer than user’s daily 

staying time, our algorithm detected that it is unusual.  

3.5. Smartphone Function Classifiers 

When we analyzed based on activities of users who were stationary during these segments, we identified two activities: user game-

playing and phone calling activities. For example, Figure 17 displays a comparison of user-movement activity data measured when a user 

is stationary contrasted to data measured when the same user is holding their devices and playing a game on their smartphone. This ex-

ample illustrates the difficulty in measuring any user-phone interaction activities accurately, such as texting, web-surfing, skyping, etc. In 

addition to our identification of the data generated with user-phone interaction activities, such as game-playing, texting, etc. We found 

that these activities are normal events and these mobile sensors can be used to identify events. Additionally, when users charge their 

smartphone, we could not recognize normal or unusual event detection. 

 
Fig. 17: Example of noise data generated on mobile phone when user is stationary: Game activity 
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3.5. Other Classifiers 

We also measured a light strength using a light sensor on the HTC Sensation to decide if a user is in an outdoor area during the daytime. 

The light strength of the sun is much stronger than the strength of an electric light. The light sensor of the phone can correctly read this 

strength and can determine if the scanned light is sunlight or light generated by electricity. Figure 18 shows the average of a light 

strength according to a location. We performed the experiment in an outdoor area on a sunny day (below a big tree, a small tree, direct 

sunlight), on a cloudy day, and in an indoor area (inside and next to a window). As a result of this experiment, we accurately determined 

that a user is located in an outdoor area during the daytime if the light sensor detects a light strength of more than 1028 Lux. Therefore, 

the light sensor can be used as another indicator for determining outside versus inside areas during the daytime. Although the 

smartphone’s light sensor can detect if the user is an indoor area, the user normally carried on their phone on the pocket or a bag. Thus, 

we mainly focused on the activity and vision classifiers to detect user behaviors in indoor areas. 

 
Fig. 18: Experiment using a Light sensor on the HTC Sensation 

3.6. Fusion Classifier 

Our fusion algorithm mainly combined the vision detection classifier with a video camera installed in houses and the behavior activity 

classifier with the smartphone accelerometer. We combined the various classifiers to detect whether single households are normal or 

unusual in their lives. We evaluated the fusion algorithm for detecting user normal behaviors via the activity and the vision algorithms in 

sixteen scenarios. We designed the scenarios based on the Youtube CCTV video data in normal lives and analyzed the detection perfor-

mance for detecting user behaviors using our fusion classifier in the experiment result section. 

4. Experiment Results 

We evaluated the accuracy performances of both the individual vision classifier and individual activity classifier and measured the per-

formance of the proposed fusion algorithm in scenarios. 

User daily activity behavior at home can be used to predict unusual event in a daily life. We investigated CCTV video data collected 

from Youtube and analyzed 20 activity behaviors in a normal life. We collected experiment data from 5 people using the 20 normal be-

haviors in the house. Our proposed activity classifier identified the following behaviors: holding the smartphone and watching TV, 

Touching the phone and watching TV, putting the phone on the desk and watching TV, holding the phone and walking, putting the phone 

on the pocket and walking, putting the phone on a desk and walking, putting the phone in the back and walking, holding the phone and 

no movement, putting the phone on the pocket and no movement, holding on the body and moving, holding on the body and no move-

ment, putting the phone on the backpack and no movement, putting the phone in the handbag and no movement, holding the phone and 

staying on a sofa, putting the phone in the pocket and staying on a sofa, playing games on the bed, infrequently touching the phone and 

being on the bed, putting on the phone in the backpack and sometimes moving, putting on the handbag and sometimes moving in indoor 

areas. Table 2 shows the experiment results based on these behaviors for measuring the accuracy performance to detect normal events. 

The overall accuracy was 0.833, and the recall and precision were 0.794 and 1.00 respectively. 
 

Table 2: Recall, precision, and accuracy performance of our activity classifier for user behaviour detection in indoor areas 

Classifier Recall Precision Accuracy 

Activity classifier performance 0.794 1 0.833 

We measured the accuracy performance of our proposed vision algorithm by comparing the existing vision detection algorithm in indoor 

areas. We collected samples of CCTV video data from 60 Youtube videos of people involved in actual normal life scenarios, etc., and 

also recorded 71 video data in normal lives collected from our cameras. Our vision classifier identified lying down situations in a camera 

range. Our classifier found the status with higher performance of 96.1 recall, 94.3 precision, and 93.1 accuracy measurement than the 

performance of the existing algorithm in houses as shown Table 3. Additionally, we analysed performance of object movements, resting 

areas or furniture, a half of body, and both a half of body and object detection. The performance object movement classification was 97.1 

recall, 95.7 precision, and 94.5 accuracy in the houses. The accuracy performance of resting area or furniture, half body detection, and 

mixed one was 90.3, 92.1, and 90.3 accuracy for the vision detection. We found that our vision algorithm for detecting normal events 

was performed overall higher than the existing algorithm. 
 

Table 3: Recall, precision, and accuracy performance of our vision classifier for user behaviour detection in indoor areas 

Behavior Detection recall precision accuracy 

Lying down 
Faster-rcnn-inception 96.1 87.7 87.6 

Proposed Algorithm 96.1 94.3 93.1 

Object Movements 
Faster-rcnn-inception 96.1 87.7 87.6 

Proposed Algorithm 97.1 95.7 94.5 

Resting area or furni-
ture 

Faster-rcnn-inception 82.2 87.9 78.3 

Proposed Algorithm 91.9 95.0 90.3 
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Half body detection 
Faster-rcnn-inception 96.2 91.2 89.0 

Proposed Algorithm 96.2 94.5 92.1 

Half body + Object 

detection 

Faster-rcnn-inception 91.9 87.9 78.3 

Proposed Algorithm 91.9 95.0 90.3 

We conducted experiments for detecting user normal behaviors using our fusion classifier based on the activity and the vision algorithms 

in sixteen scenarios. We made the scenarios based on the Youtube CCTV video data in normal lives and measured the detection perfor-

mance for detecting user behaviors using our fusion classifier. Table 4 shows scenarios carrying on a smartphone within a camera detec-

tion range: walking, running, lying on one’s side, lying on one’s side back, and lying on one’s face back. 
 

Table 4: Recall, precision, and accuracy performance of the fusion classifier in scenarios carrying on a smartphone within a camera detection range 

Scenarios carrying on a smartphone within a camera detection 

range 
Vision Classifier Activity Classifier Fusion Classifier 

Walking O O O 

Running O O O 

Lying on one's side O O O 

Lying on one’s side back X O O 

Lying on one’s face back O O O 

Table 5 shows scenarios carrying on a smartphone and with limited video camera detections: movement & out of a camera range, move-

ment & partial body recording (an upper body, a lower body, and one third on body), and movement & turning off the light. The activity 

classifier detected the user movement, but vision classifier limitedly identified the user behavior due to the partial video recording of the 

user body in these scenarios. 
 

Table 5: Recall, precision, and accuracy performance of the fusion classifier in scenarios carrying on the smartphone with limited normal video camera 

detections 

Scenarios carrying on the smartphone with limited normal 

video camera detections 
Vision Classifier Activity Classifier Fusion Classifier 

Movement & Out of a camera range X O O 

Movement & Video recording of an upper body O O O 

Movement & Video recording of an lower body O O O 

Movement & Video recording of one third on body X O O 

Movement & Turning off the light O O O 

Table 6 shows scenarios with objects carrying on a smartphone within a camera detection range: sitting in a chair, no movement & sitting 

down on a chair, sitting with back turned on a chair, and falling down & leaning in an object. The activity classifier detected the user 

behavior, and vision classifier identified the user behavior and objects in these scenarios. 

 
Table 6: Recall, precision, and accuracy performance of the fusion classifier in Scenarios with objects carrying on smartphone in a camera range 

Scenarios with objects carrying on smartphone in a camera 

range 
Vision Classifier Activity Classifier Fusion Classifier 

Sitting in a chair O O O 

No movement & Sitting down on a chair O O O 

Sitting with back turned on a chair O O O 

Falling down & Leaning in an object O O O 

Table 7 shows scenarios without the smartphone within a camera detection range: movement & charging the smartphone and movement 

& putting the smartphone on a table. The activity classifier does not detect the user activity, and vision classifier identified the user be-

havior in these scenarios. Although the activity classifier does not detect user behaviors when the users do not carry on their phones, we 

could detect that the user does not carry their phone and it is charging somewhere using the status sensor on the smartphone. 

 
Table 7: Recall, precision, and accuracy performance of the fusion classifier in scenarios within a camera detection range without the smartphone 

Scenarios within a camera detection range without the 

smartphone 
Vision Classifier Activity Classifier Fusion Classifier 

Movement & Charging the smartphone O X O 

Movement & Putting the smartphone on a table O X O 

We found that our proposed fusion classifier detected all of the user behavior based on the activity and the vision measurement the high 

accuracy performance in sixteen scenarios.  

5. Future Work 

Assessing classifiers built to detect unusual events is hard, because one needs large volumes of test data in order to have enough rare 

events to comment on the efficacy of the classifiers. We are in the process of collecting more mobile user data, but it’s unclear how much 

more data will be needed to complete the validation. We expound here upon some experiences we have had in this regard. Building a 

danger notification system is harder than building a system, because the penalty for false positives, e.g. notifying the police or parents, is 

much higher than the penalty for simply recording extra information either on the mobile or the cloud. Moreover, the difficulty of differen-

tiating which among the unusual events are actually dangerous, such as an epilepsy compared to dancing - which might both reveal a 

similar set of readings - is much more challenging, because it involves developing highly sophisticated classifiers that need detailed and 

complex contextual clues. To help gain some insight on dangerous situations, in the same phone survey as mentioned earlier, in our pre-

vious survey research, we also asked users to rate every 30 minutes the ”danger level” of a visited place, using a 5-point scale (1=very 

safe to 5=very dangerous), i.e. how safe they felt in these places.  

The definition for “danger level” for this survey question was open-ended and subjective, according to an individual user’s perspective 

and how safe they felt in a particular location. As part of the paper survey after the phone traces were collected, participants were asked 

to assess their estimated feeling of safety in these places. Also, more importantly, we included other questions on the paper survey about 
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how aware the participant is of publicly posted crime statistics and sex offenders’ house locations. The results of the survey were that all 

participants selected only the options: “very safe”, “safe”, or “somewhat safe” for their ratings of every place at which they recorded the 

frequency of their visit. None of the participants chose “dangerous” or “very dangerous” in their assessment of how safe they felt in any 

location, because none of them experienced a dangerous situation, such as an accident and crime, during the experiment period. Although 

they didn’t rate any situation or location as dangerous during this period, they did provide data on varying feelings of safety for three of 

the five possible ratings that we could compare with actual locations visited. We found three different types of users in our 20-person 

survey experiment that we could group according to their assessed safety level ratings for various locations and times of visits. 

In the first user group type, the subjects’ safety feeling ratings changed according to how commonly or frequently visited a location was 

for them, regardless of the time of day. In the second user group, subjects clearly felt varying levels of safety in different locations, ac-

cording to the whether they were visiting that location in the daytime or the nighttime. For purposes of this survey experiment we defined 

day-time as the hours from 8am to 6pm, and we defined nighttime as the hours from 6pm to 8 am. In addition to these users’ feelings of 

safety varying according to daytime or nighttime in the same locations, their safety ratings also varied somewhat according to type of 

location (e.g., frequently visited, etc.), as did the safety ratings of Group 1 Users. In the third group of users, subjects felt very safe re-

gardless of the time of the day or the frequency of visitation for a location. After reviewing the results of this survey experiment, we 

found that users’ safety feeling ratings varied widely, according to different types of users, and that they were not informed by any factual 

knowledge about the locations visited (e.g., by public crime or accident data). From the phone survey data, it became apparent that the 

same locations could be evaluated very differently by different types of users. Thus users’ safety ratings for a location are often very sub-

jective, and therefore not very helpful in predicting locations where there are higher probabilities of accident and crime situations occur-

ring. According to accident and crime statistics from a police database, the number of accidents and crimes are different depending on a 

region and are more likely to occur in the afternoon time than in the evening or night time. We noted that our phone survey subjects’ 

feelings of safety or danger were quite unmatched to findings from statistical data of actual accidents and crimes. When the participants 

of our phone survey experiment finished data collection on the mobile phone, they also were asked to complete a paper survey. On this 

questionnaire, we asked the subjects if they had ever seen publicized crime rates, provided by the government on the web or in the papers, 

for their geographic location–their neighborhood, their company, or school. All of the subjects indicated that they had NOT seen any 

publicly posted crime rates covering the area where they live, and many of them had not known that these crime rates were available. As 

a result, a danger notification application should be very careful to not be misled by the perceived danger of users, but rather should focus 

on the ground truth derived from actual danger posed to users. Our adaptive fusion algorithm extends the longevity. However, in the 

typical use case, users may simply be recharging their phones at night, in which case extending the lifetime of the phone beyond 12 hours 

does not accrue much benefit. Instead, we could use the energy savings afforded by Adaptive Fusion to increase the sampling rate during 

normal hours of user activity, and thus improve the accuracy of our unusual event detection while maintaining a lifetime long enough to 

last a day. That is, our Adaptive Fusion approach allows us the freedom to tradeoff extending the energy lifetime of the application for 

increasing the sampling rate and hence the accuracy of classification. We intend to experiment with the case of increasing the sampling 

rate in future work. For the purposes of this paper, we decided that those three sensor dimensions would be sufficient to demonstrate the 

concept of detecting most unusual events of interest relevant to mobile devices. However, we intend to investigate the use of the camera, 

and other sensing modalities such as light, compass, and gyroscopes in improving the detection of unusual events. Incorporating user 

feedback and input into the design is a direction we intend to explore. Our idea here is two-fold. First, we’d like feedback to adjust the 

thresholds for classification. For example, if a user is at a party or visiting a bar, the noise level in that environment will likely be very 

high and somewhat unpredictable, which would decrease the audio measurement accuracy. On the other hand, if the user is at home, the 

measurement accuracy will be very high and predictable. The audio detection measures the pitch level of human voices, and thus is very 

dependent upon the number of people and activity occurring in the environment of the user’s mobile phone. Thus, in order to better clas-

sify the voice sounds in different locations and situations, whenever the audio classification algorithm detects a higher number of high-

pitched voice sounds, we could survey the user within the application. If a user said that the “abnormal classification” was incorrect, we 

would adjust the threshold of high-pitched audio sounds allowed to fit the current environment. If they said it was correct, we would not 

need to make any adjustments to the threshold. Second, we consider the idea of incorporating an emergency button that the user could 

push to force recording. Finally, our current design only uses sensor data available on the mobile (along with user history) to efficiently 

determine an unusual event. Since the system is cloud-friendly, we can improve efficiency of adaptive fusion by for example considering 

whether the current location is a crime-ridden area - information that can be provided by the cloud. This would provide a cloud driven 

criterion for adaptively invoking various sensors. 

Until now, these applications and algorithms have been successfully implemented and developed to help users partially avoid dangerous 

places and be rescued in emergency situations. However they have not been able to provide optimal and efficient protection for users of 

the mobile phone who find themselves in crime and emergency situations. I propose an emergency application for the mobile phone 

which will inform users of dangerous places near their current location, detect possible dangerous situations (e.g., crime locations) or 

emergency situations (e.g., car accidents, assaults, rape, etc.), and record the user’s location, activity, and audio like a black box recorder. 

When a user walks or moves through a dangerous place where crimes or accidents are known to frequently occur, the proposed system 

will notify the user of this fact, by using statistic and real-time information. If the user is involved in a crime or emergency situation, the 

application will detect that such a situation is occurring and automatically call 911 and/or relatives so that the user can receive help. The 

application also records the emergency situation as it’s occurring in order to save a record of the clues or evidence regarding the crime or 

accident. The proposed system provides these three types of functionality (user notification, emergency detection, black box) by using 

mobile sensors installed on the phone without any additional devices. However, normally the implementation of these three functionali-

ties would require an extensive amount of battery power to provide these features. To overcome this battery limitation on the mobile 

phone, this application will also include an efficient and adaptive sensing algorithm, which can optimize the use of battery power to in-

crease the accuracy of detection when users are in dangerous/emergency situations and save battery power when they are in safe situa-

tions.  

A possible scenario illustrating the use of this system might be as follows. Suppose a student walks to school every weekday morning 

along a particular street in his neighborhood. The mobile phone learns, by recording, the user’s location, the time, and this daily walking 

pattern. To save battery power, the application is set to collect these measurements infrequently in normal situations such as this one. 

Then suppose one day, the student is walking down this same street with the same walking gait, and a kidnapper grabs the student and 
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pulls him into a car and drives away down a different street. The system will recognize that the student’s usual walking pattern and direc-

tion have drastically changed and then will begin to frequently access the GPS and audio sensor. These sensors are able to detect that the 

student is now proceeding down an unknown path and that he is screaming. The application automatically notifies 911 and relatives who 

have been previously entered into the application. It also records the voices of any conversation, the location, and all of the student’s 

movement activities—thus operating like a black box recorder to save clues and evidence relevant to this crime. Law enforcement per-

sonnel in this identified area can then be notified quickly by 911 as well as relatives to hopefully come to the rescue of this student as 

soon as possible. Therefore, the system is able to utilize these three functionalities to rescue users from crime or accident situations with 

the use of only a mobile phone that requires no additional devices. 

6. Conclusion  

We have presented the fusion algorithm to detect personalized unusual events via daily activity and vision patterns for a single household 

member at home. We evaluated the accuracy performances of both the individual vision classifier and individual activity classifier and 

measured the performance of the proposed fusion algorithm in scenarios. We hope to extend and implement that a practical application 

consists of a mobile client component that adaptively fuses location, activity, and vision to efficiently detect unusual events, and then log 

them both locally on the mobile and to a cloud-based server component. 
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