
 
, which permits unrestricted Commons Attribution LicenseCreative Copyright © 2018 Authors. This is an open access article distributed under the 

use, distribution, and reproduction in any medium, provided the original work is properly cited. 
 

 

International Journal of Engineering & Technology, 7 (4.28) (2018) 591 -594 
 

International Journal of Engineering & Technology 
 

Website: www.sciencepubco.com/index.php/IJET  
 

Research paper  

 
 
 

Study and Implementation of Resource Allocation Algorithms in 
Cloud Computing 

 
Haitham Salman Chyad 1,Raniah Ali Mustafa2, Kawther Thabt Saleh 3 

 
Department of Computer Science College of Education Mustansiriyah University1,2,3  

*Corresponding author Email: haitham@uomustansiriyah.edu.iq 
 

 
Abstract 
 
Now days, cloud based implementations are very prevalent and used widely for different types of services. At the point of deployment of 
cloud computing, there are enormous data centers and the associated virtual machines which work as per the scheduling and resource 
allocation approaches so that higher degree of optimization, accuracy and performance can be achieved from the cloud environment. The 
work presents the use of soft computing for the optimization and scheduling of the resources with the higher performance on cloud. This 
manuscript is having the key focus on the study and implementation of resource allocation and scheduling approaches in the cloud 
environment whereby there are enormous algorithms are integrated to escalate the overall performance of the cloud environment. 
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1. Introduction 

Cloud Computing is one of the prominent domains in distributed 
networking which enable the link between the real world objects 
[1][2]. In addition, with the implementation of IoT, the physical 
objects in real world can be connected with each other to share the 
information and communicate in real time with higher degree of 
performance as well as security. IoT works on the development 
and integration of smart objects which can be controlled using 
remote network infrastructure [3][4]. 
Virtualization is the key domain in cloud computing that is 
considered as the back-bone of all cloud services [5][6]. Without 
virtualization the delivery of services to remote client is not 
possible. 
The core technology with the cloud as well as grid is the 
hypervisor technology which provides the base modules for task 
scheduling. Using hypervisors, the task or job scheduling is 
empowered with the swift and high performance perspectives. 
As virtual machine is one of the mandatory aspects of the cloud 
computing, the term data center is also essential part of the 
technology. All the cloud computing infrastructures are located in 
the remote data centers that used to keep all the resources 
including PC systems and associated additives, including 
telerunning communications and garage structures. Facts facilities 
classically consists of redundant or backup electricity substances, 
redundant data running communications connections, 
environmental controls, air conditioning, fire suppression as well 
as security gadgets. 

 
Fig. 1: Cloud Computing based Environment 

Cloud computing and related offerings are very regularly taken 
because the studies area by way of the studies pupils in addition to 
instructional practitioners. As cloud services are having variety of 
domain names, deployment models and respective algorithmic 
strategies, there are big scope of research. Sizable topics can be 
worked out via the research students as well as practitioners within 
the domain of cloud infrastructure consisting of , load balancing, 
statistics healing and backup, privateness in multi-tenancy cloud, 
Security and Integrity, Data Segregation and Recovery, Energy 
Optimization, Virtualization, Scheduling for Resource 
Optimization 

2. Resource Allocation and Scheduling 
Approaches 

In this section, the research portrays our approach and the 
associated perspectives for scheduling in cloud. The work 
acknowledges that occupation seizure is permitted. The work 
orchestrates scheduling counts into three classes based upon the 
available level of interprocessor development. The work in like 
manner perceives among three unmistakable classes of estimations 
based upon the open door with which needs may be dispensed. 
These two tomahawks of request are orthogonal to one another as 
in restricting a computation along one turn does not limit 
opportunity along the other [7] [8] [9] [10]. 
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Movement Based Classification: Interprocessor movement has for 
the most part been forbidden ceaselessly systems for the going 
with reasons: In various structures, the cost associated with each 
movement i.e., the cost of trading a work's setting beginning with 
one processor then onto the following can be prohibitive. 
Starting quite recently, routine ceaseless arranging theory did not 
have the strategies, instruments, and results to permit a point by 
point examination of structures that allow migration. In this 
manner, isolating has been the favored procedure as a result of the 
non-vicinity of achievable choice approaches. Recent 
enhancements in PC basic arranging, including single-chip 
multiprocessors and snappy interconnection frameworks over little 
zones, have realized the first of these stresses ending up being less 
of an issue. Appropriately, system organizers require no more 
block interprocessor development solely on account of use 
considerations, especially in solidly coupled structures. (In any 
case, it might regardless be alluring to strict overhead 
remembering the finished objective to decrease runtime overhead.) 
besides, generally tests demonstrate that arranging computations 
that allow development are forceful to the extent schedulability 
with those that don't migrate, even in the wake of merging 
movement overheads . This is a result of the way that systems 
exist that can be successfully occupied just if interprocessor 
development is allowed. In isolating among multiprocessor 
arranging algorithms according to the level of migration allowed, 
this work considers the going with three characterizations:  
No migration (Partitioned): In distributed scheduling algorithms, 
the game plan of assignments is partitioned into the same number 
of disjoint subsets as there are processors available, and each such 
subset is associated with an uncommon processor. All businesses 
created by the assignments in a subset must execute just upon the 
relating processor.  
Restricted Migration – In this class of scheduling algorithms, each 
occupation must execute by and large upon a lone processor. 
Regardless, different occupations of the same undertaking may 
execute upon particular processors. Likewise, the runtime setting 
of each occupation ought to be kept up upon only one processor; 
nevertheless, the task level association may be moved.  
Full Migration: No constraints are set upon interprocessor 
movement.  
Need Based Classification: In isolating among arranging 
algorithms as showed by the multifaceted design of the need 
arrangement, this work again consider three classes.  
Static Sequence or priorities - An intriguing need is joined with 
each task, and all jobs created by an endeavor have the need 
associated with that errand. In this way, if errand T1 has higher 
need than task T2, then at whatever point both have dynamic 
businesses, T1's occupation will have need over T2's occupation. 
An instance of a scheduling computation in this class is the RM 
figuring .  
Job Level Dynamic requirements: For every pair of the tasks T(i, j), 
if Ti is having higher requirements of processor tome than Tj at 
some minute in time, then Ti constantly has higher need than Tj. 
An instance of an arranging count that is in this class, however not 
the past class, is EDF. 
P fair scheduling: Starting late, Plenty research has been executed 
on general multiprocessor scheduling computations that make sure 
sensibility. Proportionate-realistic (pfair) scheduling, proposed by 
means of baruah et al., is in slightly a 2d the principle recognized 
best process for scheduling abnormal ceaseless assignments on a 
multiprocessor shape. Below pfair arranging, each endeavor is 
alloted a weight that indicates the charge at which that assignment 
need to execute: an errand with weight w could ideally get w • l 
devices of processor time over any interval of duration l. Below 
pfair arranging, endeavors are occupied by settled length mission 
quantum in order that deviation from an impeccable mission is 
completely bounded.Presently, three ideal pfair scheduling counts 
are known: PF , PF, and PD2 . Of these algorithms, PD2 is the 
most starting late made and the most capable.  

The crucial good position of Pfair arranging over isolating is the 
ability to arrange for any achievable irregular, sporadic, or rate-
based task system. Hereafter, Pfair arranging counts can perfectly 
handle element events, for instance, errands leaving and joining a 
structure. Also, sensible multiprocessor arranging algorithms are 
ending up being more noticeable in view of the increase of web 
and sight and sound applications. For instance, Ensim Corp., an 
Internet organization supplier, has sent sensible multiprocessor 
arranging counts in its item advertising.  
The essential weight of Pfair arranging is ruined processor 
inclination. Processor proclivity implies the slant of assignments 
to execute speedier when more than once anticipated the same 
processor. This slant is for the most part the delayed consequence 
Of in step with-processor first-level placing away. Acquisitions 
and migrations, each of which have a tendency to happen 
chronically underneath pfair scheduling, limit the feasibility of 
these first-level stores and might incite extended execution times 
as a result of store misses. On the other hand, under allocating 
with EDF, there is no development and the amount of acquisitions 
on a processor is constrained by the amount of occupations on that 
processor (tolerating free endeavors). 

3. Research Work 

In the proposed work of task scheduling and resource 
optimization, the Paintings have constructed up a unique and 
novel set of rules making utilization of crossover and parallel 
method of taking care of and preparing the employments in 
succession. “as inside the exploration difficulty plan, the grid is 
considered as a entire basis for the sharing of asset. It is 
historically utilized for big scale records dealing with, a huge wide 
variety of the packages being experimental ones. Cloud 
scheduling is an necessary segment of a grid base. Numerous 
approaches have been created for Grid scheduling and resource 
optimization with cloud but still there was scope for further 
enhancement and it is addressed in this research work. The work 
Have proposed and actualized the scheduling calculations for the 
best use of the considerable wide variety of processors in a grid 
computing framework or surroundings. 

The Widespread key idea or notion of the proposed calculations is 
to execute the obligations preferably with the aim that there is the 
quality mix of regular keeping up, turnaround and effectiveness 
and price. The vast and factor by point execution examination is 
accomplished and exhibited utilizing actual workload follows 
alongwith the cloudsim and gridsim libraries to evaluate the 
productiveness of scheduling calculations. To encourage and 
protect the examination work, the product based totally replica 
equipment is sent that creates a complete and paramount 
recreation of the quantity of grid planning calculations. The yield 
that is brought is as making plans execution measurements and 
giving successful and best outcomes.  

Severa algorithms have been produced for the scheduling in cloud 
and further lattice surroundings. In the past paintings targeted in 
the base writing, the examination is executed on the current 
calculations. The paintings have proposed and finished the 
scheduling calculation for the suitable usage of the giant number 
of processors in a allotted computing basis or environment. On 
this examination paintings, the work have proposed and execute 
the hybrid and similarly parallel methodologies of scheduling 
calculation utilizing hereditary calculation and assessed the 
proposed planning utilising authentic workload follows using 
check structures, which are taken from using computational 
focuses. The real key concept or idea of the proposed calculations 
is to execute jobs preferably so there is the exceptional blend of 
ordinary conserving up, turnaround and skillability and expense. 
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The large and factor by way of factor execution correlation is 
finished and exhibited making use of actual workload follows 
alongside the cloudsim and network sim libraries to assess the 
productiveness of planning calculations. To inspire and defend the 
exploration work, the product primarily based reenactment device 
is conveyed that offers a entire and factor through point duplicate 
of the amount of grid scheduling processes.” 

4. Integration with Soft Computing 

Soft Computing is having enormous approaches and algorithms 
which are used widely in the engineering optimization and overall 
elevation of the results on multiple parameters. 

 
Fig.2: Hard and Soft Computing 

In Soft Computing, there are assorted factors and methodologies 
for the optimization including approximation based reasoning and 
functional approximation and randomized search based approach. 
The principal modules and the associated components of soft 
computing are Evolutionary Computations, Machine Learning, 
Deep Learning, Fuzzy Logic, Belief Networks and Probabilistic 
Reasoning. 

 
Fig.3: Structure of Soft Computing 

The key approaches in soft computing includes the following 
• Ant colony optimization 
• Bayesian network 
• Differential evolution 
• Evolutionary algorithms 
• Evolutionary computation (EC) 
• Fuzzy logic (FL) 
• Deep Learning 
• Genetic algorithms 
• Ideas about probability including: 
• Machine learning, including: 
• Metaheuristic and Swarm Intelligence 
• Neural networks (NN) 
• Particle swarm optimization 
• Perceptron 
• Machine Learning 

• Support Vector Machines (SVM) 
• Elephant Herd Optimization 
• River Formation Dynamics 
• Water Flow based Optimization 
• Ant based Optimization 
• Fuzzy based Approach 

 
Following is the depiction of the outcome from CloudSim, 
CloudAnalyst and the GridSim which are used for the simulation 
of cloud based environment with the multiple data centers and 
executing the jobs on virtual machines. CloudSim is one of the 
widely used frameworks for the simulation of cloud objects and 
the tasks to have the exposure on the execution of jobs of the users 
in multiple data centers. In simulation, there are assorted libraries 
for the simulation of cloud elements including  

• Data Center 
• Virtual Machines 
• Cloudlets 
• Memory 
• Network Bandwidth 
• Users 

 
Fig. 4: Simulation Completion Status 

Table 1: Tabular Comparison of the Results Obtained 
 W T E C CF 
FCFS 9 48 74 689 33 
LJF 12 550 10 18 289 
EDSRTF 6 18 72 681 19 
SCAG 5 16 78 590 17 

 
Fig. 5: Evaluation of the Approaches 

 
W: Waiting Time 
T: Turnaround Time 
E: Execution Span 
C: Complexity 
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CF: Cost Factor 
 
It is evident from the simulation results that the cumulative result 
based on all the parameters are effective and better in the 
Projected Approach name Soft Computing Algorithm for Cloud 
(SCAG). The soft computing based approaches are also found 
effective in other domains including engineering optimization and 
the combinatorial optimization problems in the segments of 
corporate and business applications. 

5. Conclusion 

In the traditional or previous approach, the test scenario on cloud 
is taken with genetic algorithm which is compared with the 
multiple parameters of Simulated Annealing that is one of the 
prominent and high performance approaches for optimization. The 
results obtained from the implementation of simulated annealing 
based scheduling in cloud are quite optimized and better as 
compared to the traditional genetic algorithm based resource 
scheduling and execution. 
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