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Abstract 
 

Sea level rise would be expected to have several impacts, particularly on Malaysia coastal systems such as changes in sedimentation, 

erosion, flooding and groundwater inundation, storm surge and waves, and sea water intrusion. The purpose of this study is to analyzes the 

trend variation of sea level rise (SLR) and modelling the SLR for selected locations in Peninsular Malaysia. To examines the trend of the 

SLR, the curve estimation method, non – parametric Mann – Kendall test and Theil-Sen Trend Line test were used. Then, SLR is modelled 

in each tidal station. From the analysis, the results showed that all the selected stations in Peninsular Malaysia; Port Klang for hig h tide – 

no significant trend and for low tide – downward trend, Bagan Datuk for high tide – upward trend and for low tide – no significant trend 

and Permatang Sedepa for high tide – upward trend and for low tide – no significant trend. This study is important especially for civil 

engineers, to provide possible solutions to mitigate or eliminate the effects from sea level fluctuations. 
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1. Introduction 

Sea level rise has been a huge threat to low-lying coastal areas around the world since the issue of human-caused - global warming observed 

in the 1980s [1]. It says that sea levels are rising and are expected to continue to rise for centuries, even if greenhouse gas emissions are 

cut off and the concentration of stable atmosphere [2]. Rising sea levels pose a threat to countries with high population and socio-economic 

activities in coastal areas [3]. This situation concerns many parties. 

The tide is the periodic movement of sea waters caused by changes in attractiveness between the Moon and the Sun as the Earth rotates [4] 

[5] [6] [7]. In most places, tidal changes occur twice daily. Tides rise to maximum heights, called high tide, and then fall to a minimum 

level called low tide [8]. Rates of rise and fall are not uniform. From low water, the current starts up slowly at first, but at an increased rate 

of up to about half to high water. The rate of increase then decreases so high water is reached, and the increase is stalled. The tide drops 

the same way. The period when the water is high or low where there is no clear level change is called the stand. The height difference 

between high and low water is the range [9]. 

In the last 26 years ago, sea level was measured by multi-mission satellite, launched and operated by various agencies airspace around the 

world and they have jointly identify not only an increase of about 3 mm / year in the average global sea level, but also regional differences 

from the global average rating [10]. According to [11], the average global sea level rises at least 10 centimeters in the 20th century, and 

this increase is expected to continue and is likely to accelerate because of warming by humans in the 21st century. In the 21st century, sea 

level rise rates are expected to be several times higher than measured over the last century [12]. Recent projections suggest that sea levels 

may be ~ 0.6-1.5 m higher than now in 2100, and ~ 2m higher just under extreme scenarios. The expected global average rise of this sea 

level will have serious implications for the coastal community [13]. 

In general, variations in sea levels are attributed to two major factors, astronomical and non-astronomical factors [14] [15]. The astronom-

ical factor is the influence of the attraction between the celestial bodies, especially the moon and the sun [4] [6] [16], which is a natural 

form of nature. Meanwhile, for non-astronomical factors, it is caused by global climate change [14] [17]. One of the impacts of climate 

warming is the rise in sea levels, which is the result of two major processes, namely sea thermal expansion, and increased glacial melt and 

other ice mass [18]. 

Sea levels constantly fluctuate with changes in global temperature [19], where changes in temperature can be attributed to global climate 

change. Current climate warming may be suitable for natural warming but it is exacerbated by anthropogenic activity [20] such as indus-

trialization, urbanization, fossil fuel consumption and excessive farming and livestock that release high greenhouse gases into the atmos-

phere [21]. Globally, sea level rise in the 20th century has been in the range of 1 to 2 mm / year and due to global warming, this rate is 

expected to increase to between 1 and 7 mm / year, with a central budget of 4 mm / year [22]. Increased climate warming, affecting sea 

level rise, where this increase led to two main processes, namely the thermal expansion of seawater and increased glacial melt and other 

ice masses [18]. Thus, in terms of climate warming, the average global sea level is expected to increase, and will have serious implications 

for coastal communities [13] especially the communities who are living in low-lying coastal areas [23].  
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The ocean acts as a store for carbon through the carbon dioxide cycle which forms part of the larger carbon cycle [24]. Most of the additional 

heat is stored in the oceans, causing heat expansion by sea water and global sea level rise. Previous studies have shown that even after the 

cessation of emissions 𝐶𝑂2or concentration of 𝐶𝑂2 stable, the global average surface air temperature will be stable or declining slowly, 

but sea levels will continue to rise [25]. New estimates suggest that increased glacier melt, and ice mass contribute about 1.2 mm a year 

will increase global sea levels. Relatively dynamic response melting icebergs in Greenland and Antarctica rapid response due to warming 

temperatures and increased rainfall has contributed to a rise in sea level of up to 0.7 mm per year [26]. However, the upcoming probabilities 

associated with several catastrophic events like monsoon, El Nino-Southern Oscillation (ENSO) and Indian Ocean Dipole cannot be ap-

propriately determined [27]. 

In view of that, this study will focus on the 1) investigates the sea level trend in the study area from 2004 until 2017, using Mann – Kendall 

Test and Theil – Sen Trend Line Test 2) endeavors to project future sea level rise in selected tidal station for the years of 2050 and 2100, 

using curve estimation model and 3) compare the sea level between the stations. 

2. Materials and Methods 

2.1 Study area and monitoring sites: 

For this study, daily mean sea level data from the years of 2004 till 2017 were used. All these data were obtained from NAHRIM and Pusat 

Cerapan Bumi, UKM. The study focused on 3 tidal stations (Port Klang, Bagan Datuk and Permatang Sedepa) of Peninsular Malaysia. A 

total of 15330 (14 years x 365 days x 3 stations) data points were generated from the tide data.  

 

 
Fig. 1: Map of tidal stations 

Trend analysis can be defined as the use of empirical approaches to measure and explain the changes in system over time [28]. In general, 

trends occur in two ways: changes gradually over time in a consistent direction (monotonic) or a sudden change in a certain place at a time 

(step trend) [29]. So, in this study a few methods were used to produce a fitted line graph based on the previous tide gauge data. From this 

graph an equation will be produced, and it will be used to model sea level rise.  

2.2. Non-Parametric (Mann – Kendall Test) 

When the assumption of linear regression cannot be verified at least approaching, the trend of non-parametric methods should be considered 

as a substitute [30]. Kendall test for Theil – Sen trends and trend lines can be extremely valuable when constructing trends on data sets 

containing non-detectors [31]. Mann-Kendall nonparametric usually used to detect monotonic trends in data series of the environment, 

[32], hydro-climate [33] [34] and meteorology [35]. One of the advantages of this method is the required data does not comply with any 

distribution [36] [37]. 

Statistical trend analysis is a hypothesis testing process. Null hypothesis (𝑯𝟎), that there is no trend in the time series of alternative 

hypotheses, (𝑯𝒂), that there is a trend in a time series for the special interests; each test has its own parameters to accept or reject 𝑯𝟎. 

Failure to reject 𝑯𝟎does not prove that there is no trend but indicates that the evidence is insufficient to conclude with the level of confi-

dence set that the trend exists [38] [29] [39] [40].  

The Mann-Kendall statistic is computed as followed [41] [37] [42] [31]:  

𝑺 = ∑ ∑ 𝒔𝒈𝒏(𝒙𝒋 − 𝒙𝒌)
𝒏
𝒋=𝒌+𝟏

𝒏−𝟏
𝒌=𝟏                                                                                                                             (1) 

The data set was ordered by sampling event or time of collection, 𝒙𝟏, 𝒙𝟐 to 𝒙𝒏. Then all possible differences between distinct pairs of 

measurements, (𝒙𝒋– 𝒙𝒌)for j > k was considered. For each pair, compute the sign of the difference, defined by:  

 

sgn (xj − xk) = {  

+1   if  (xj − xk)   >   0

  0      if   (xj − xk)   =   0

−1  if  (xj − xk)  <   0

}                                                                                                                         (2) 

The normal test statistic Z was calculated as follows: 

Z =

{
 
 

 
 

  

S−1

√Var (S)
if S >  0

0 if S =   0
S+1

√Var (S)
if S <   0

}
 
 

 
 

                                                                                                                          (3) 
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where variance S can be defined as followed: 

V(S) =
1

18
[ n(n − 1)(2n + 5) − ∑ tp(tp − 1)(2tp + 5)

g
p=1                                                                                                                       (4) 

 

where n is the number of data points, g is the number of bound groups (bound group is a set of sample data that has the same value, and 𝒕𝒑 

is the number of data points in the 𝐩𝐭𝐡group) 

Results for the trend in the study was assessed at the 5% significance level. This indicates that the null hypothesis is rejected when |𝒁| ≥
 𝒁𝜶

𝟐
  in the above equation at the significance level, 𝜶 =  𝟎. 𝟎𝟓. Alternative hypothesis is a trend that exists in data. The positive Z value 

indicates an upward trend, while for the Z value is negative, it shows a downward trend [43] [44] [45]. The significant level (p-value) for 

each trend test can be obtained from the given relationship: 

 

𝒑 =  𝟎. 𝟓 − 𝝋 (|𝒁|)                                                                                                                             (5) 

 

where 𝝋 (|𝒁|) refers to the cumulative distribution function (CDF) of the normal standard variables. At a significance level of 5%, if 𝒑 ≤
 𝟎. 𝟎𝟓, the existing trend is statistically significant [46] [42]. 

Kendall's rank correlation measures the strength of monotonic equation between vectors x and y. The statistical τ is defined as the difference 

between the probability of concordance and the contradiction between the two variables [47] [48]. In case there are no ties in the variables 

x and y, Kendall's rank correlation coefficient, ever, can be expressed as [49] [32]: 

 

𝝉 =
𝑺

𝑫
     

𝑫 = [
𝟏

𝟐
𝒏(𝒏 − 𝟏) −

𝟏

𝟐
∑ 𝒕𝒑(𝒕𝒑 − 𝟏)
𝒈
𝒑=𝟏 ]

𝟏

𝟐
[
𝟏

𝟐
𝒏(𝒏 − 𝟏)]

𝟏

𝟐
                                                                                                                         (6) 

 

where S is referred to as score and D, the denominator is the maximum possible value for S. 

2.3. Theil-Sen Trend Line 

The Mann-Kendall Procedure is a non-parametric test for significant slope in linear regression for data values over sampling time. But 

Mann-Kendall S does not indicate the magnitude of the gradient or estimate the trend line itself although there is a trend. Theil-Sen trend 

line is a non-parametric alternative to linear regression that can be used in conjunction with the Mann-Kendall test [31]. Sen estimators are 

used to determine the magnitude of the trend [50], (changes per unit time in the hydro-meteorological series). The advantages of this 

method; it is insensitive to outliers [51] [52] and can be used effectively to measure trends in data [53] [54]. The trend slope gives the rate 

of increase or decrease in trend and direction of change [55]. This method can be applied if the linear trend is present in the time series [56] 

and it involves the calculation of the slope for all ordinal point-time pairs and then using this median slope as an overall slope estimate 

[54].  

The linear model for this method can be describe as [57] [58]: 

 

𝒇 (𝒔)  =  𝑸𝒕 +  𝑫                                                                                                                           (7) 

 

Where, Q is the slope, D is a constant and t is time. All possible pairs of different, (𝒙𝒊 , 𝒙𝒋 ) for 𝒋 >  𝒊 are considered. For each pair, the 

approximate slope of a simple pairing was calculated as [59] [45] [31]: 

 

𝒎𝒊𝒋 =
 ( 𝒙𝒋 − 𝒙𝒊 )

( 𝒋−𝒊 )
                                                                                                                           (8) 

 

With sample size n, there should be a sum of 𝑵 =  𝒏 (𝒏 − 𝟏) / 𝟐   as the pairing slope estimate  𝒎𝒊𝒋  . The median of slope or Sen’s slope 

estimator is computed as below, where the arrangement of N the approximate slope of the slope ( 𝒎𝒊𝒋 ) from at least to the largest. 

 

𝑸 = {

 𝒎
(
[𝑵+𝟏]

𝟐
)     
                 𝒊𝒇 𝑵 𝒊𝒔 𝒐𝒅𝒅 

(

𝒎
(
𝑵
𝟐
) +
𝒎
(
[𝑵+𝟐]
𝟐

)

𝟐
)   

    
𝒊𝒇 𝑵 𝒊𝒔 𝒆𝒗𝒆𝒏 

                                                                                                                          (9) 

 

The Q indicates a reflection of the data trend, while the value shows a trend steepness [60]. If Q gives a positive value then it shows an 

upward trend, while negative values show a downward trend [53] [61]. When significant trends in data are detected, 95% confidence 

interval is calculated using non-parametric techniques. Quantity 𝑪𝜶was first calculated as: 

 

𝑪𝜶 =   𝒁𝟏−𝜶/𝟐√𝑽𝑨𝑹(𝑺)                                                                                                                         (10) 

 

where Z is the standard deviation, VAR (S) is as previously stated, and α is taken as 0.05. Index 𝑴𝟏and 𝑴𝟐 are determined from: 

 

𝑴𝟏 =
𝑵−𝑪𝜶

𝟐
                                                                                                                          (11) 

 

𝑴𝟐 =
𝑵+𝑪𝜶

𝟐
                                                                                                                          (12) 

 

where N is as defined previously. Finally, confidence limits are defined by the largest 𝑴𝟏
th and (𝑴𝟐 + 1)th of the ordered estimates Q, 

with corresponding interpolation for non-integer values 𝑴𝟏 and 𝑴𝟐 [62] [63]. 
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2.4  Linear Regression Model  

Linear regression is used to examine the linear relationship between dependent variable Y and one or more independent variables x [63]. 

The initial assumption of the possible relationship between the two continuous variables must always be made based on scattered plot 

(scattered graphs) and this type of plot will indicate whether the relationship is linear or non-linear. Performing linear regression makes 

sense only if the relationship is linear [64]. By way of interpretation, each point along a linear regression trend line is an estimate of the 

true mean concentration at that point in time. Thus, a linear regression can be used to assess if the population mean at a compliance well 

has significantly increased or decreased [31]. Linear regression can also be used to predict / model [65] the value of one variable, when the 

values of the other variables are given [66]. 

 

𝒀 =  𝜷𝟎 + 𝜷𝟏𝒙+ ∈                                                                                                             (13) 

 

The above equation is a linear regression model that can be used to explain the relationship between x and Y based on plot scattering. x and 

Y in this equation represent time and sea level respectively Slope, 𝜷𝟏and intercept, 𝜷𝟎for line is called regression coefficient. Slope, 𝜷𝟏 

can be interpreted as a change in the mean value, Y for unit changes in x. The term random error, ∈ is assumed to follow the normal 

distribution with an average of 0 and variance, 𝝈𝟐. The slope shows the direction of changing trend: the trend is increased if the slope is 

positive and decreases if the slope is negative [67]. Estimated regression lines, obtained using the values 𝜷
𝟏

 and 𝜷𝟎, are called the fitted 

line. Estimated least squares 𝜷𝟏 and 𝜷𝟎, can be obtained using the following equation: 

 

𝛽1 =
∑ 𝑦𝑖𝑥𝑖 −

(∑ 𝑦𝑖
𝑛
𝑖=1 )(∑ 𝑥𝑖

𝑛
𝑖=1 )

𝑛
𝑛
𝑖=1

∑ (𝑥𝑖−�̅� )
2𝑛

𝑖=1

                  (14) 

 

�̂�𝟎 =  �̅� − �̂�𝟏�̅�                                   (15) 

 

where �̅� is the mean of all observed values and 𝒙  is the mean of all predicted variable values in which observation is taken.�̅�   and 𝒙  are 

calculated using �̅� =
∑ 𝒚𝒊
𝒏
𝒊=𝟏

𝒏
  and �̅� =

∑ 𝒙𝒊
𝒏
𝒊=𝟏

𝒏
. 

 

A fitted regression line can be written as:  

 

�̂� =  �̂�𝟎 + �̂�𝟏𝒙                   (16) 

 

where �̂� the appropriate value or estimated by the regression model. The difference between the observed value, 𝒚𝒊 and the value given by 

the predicted variable, �̂�𝒊is called residual, 𝒆𝒊  [68]: 

 

𝒆𝒊 =  𝒚𝒊 − �̂�𝒊                (17) 

 

T test was used to test hypothesis on regression coefficients obtained in a simple linear regression. Statistics based on t distribution are 

used to test the two-sided hypothesis which is the real slope,  𝜷𝟏equals some constant value,  𝜷𝟏,𝟎. The statement for hypothesis testing is 

stated as: 

 

𝑯𝟎:  𝜷𝟏 =  𝜷𝟏,𝟎                                 (18) 

 

𝑯𝟏:  𝜷𝟏 ≠  𝜷𝟏,𝟎                                 (19) 

 

The statistical tests used for this test are: 

 

𝑻𝟎 =  
�̂�𝟏 − 𝜷𝟏,𝟎

𝒔𝒆(�̂�𝟏)
                                 (20) 

 

where �̂�𝟏is the least square of estimates  𝜷𝟏, and 𝒔𝒆(�̂�𝟏) is the standard error. The value of 𝒔𝒆(�̂�𝟏) can be calculated as follows: 

 

(�̂�𝟏) =  
√

∑ 𝒆𝒊
𝟐𝒏

𝒊=𝟏
𝒏−𝟐

∑ (𝒙𝒊− �̅�)
𝟐𝒏

𝒊=𝟏

                                (21) 

 

Statistical test 𝑻𝟎, according to the t distribution with (𝒏 − 𝟐)degree of freedom, where n is the total number of observations. The null 

hypothesis, 𝑯𝟎is accepted if the statistical value of the test is as follows: 

 

−𝑡𝛼
2
,𝑛−2 < 𝑇0 < 𝑡𝛼

2
,𝑛−2                                  (22) 

 

where 𝑡𝛼
2
,𝑛−2   and – 𝑡𝛼

2
,𝑛−2  critical value for two-sided hypothesis. 𝑡𝛼

2
,𝑛−2 is the percentile of the t distribution corresponding to the cumu-

lative probability of (1 −
𝛼

2
)  and 𝛼 represents significance level. If the  𝛽1,0  used is zero, then the test shows if the appropriate regression 

model is the value in explaining the variation in observation or if trying to impose a regression model when no true relationship exists 

between x and Y. Failure to reject 𝐻0:  𝛽1 = 0   indicates that no linear relationship exists between x and y. 

The Coefficient of Determination (𝑅2) is a measure of the amount of variability in the data taken by the regression model. The determina-

tion coefficient is the ratio of the total squared regression to the total sum of squares. 
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𝑹𝟐 = 
∑ (�̂�𝒊−�̅�)

𝟐𝒏
𝒊=𝟏

∑ (𝒚𝒊−�̅�)
𝟐𝒏

𝒊=𝟏
                                (23) 

 

where 𝑹𝟐can take values between 0 and 1. 

2.5 Curve Estimation Model 

Apart from the linear regression model, several other models known as curve estimation model were also used in the analysis of this study. 

Among the models are as shown below [69] [70] [71], where x represents the time and Y is sea level. Tests using these models are important 

to investigate the performance of different statistical procedures for the appropriate power curve and determine which method best results 

for the given data set. 

 
Table 1: Curve estimation model with their expression 

Model Expression 

Linear 𝑌 = 𝛽0 + 𝛽1𝑥                                 (23) 

Logarithmic 𝑌 = 𝛽0 + 𝛽1ln (𝑥)                         (24) 

Inverse 𝑌 = 𝛽0 +
𝛽1

𝑥
                                     (25) 

Quadratic 𝑌 = 𝛽0 + 𝛽1𝑥 + 𝛽2𝑥
2                    (26) 

Cubic 𝑌 = 𝛽0 + 𝛽1𝑥 + 𝛽2𝑥
2 + 𝛽3𝑥

3       (27) 

Compound ln 𝑌 = ln  𝛽0 +  (ln𝛽1)𝑥                  (28) 

Power ln 𝑌 = ln  𝛽0 + 𝛽1ln(𝑥)                   (29) 

Sigmoid (S) ln 𝑌 = 𝛽0 + 
𝛽1

𝑥
                                 (30) 

Growth ln 𝑌 =  𝛽0 + 𝛽1𝑥                              (31) 

Exponential ln 𝑌 = ln  𝛽0 + 𝛽1 𝑥                         (32) 

2.6 Kruskal – Wallis Test 

One-way ANOVA parametric make major assumptions that remains normally distributed data. If these assumptions are not suitable or 

cannot be tested because most are undetectable, non-parametric ANOVA can be carried out using observation ranks rather than original 

observations. Kruskal – Wallis tests are offered as non-parametric alternatives to one-way F-test when some groups need to be simultane-

ously compared, for example when evaluating spatial diversity patterns. In addition to the average test, Kruskal – Wallis examined the 

difference among parity-equivalent parameters. The Kruskal – Wallis statistical test, H, has no intuitive form of Student t-test. Under the 

null hypothesis that all sample measurements are of the same parent population, Kruskal – Wallis statistics follow the famous chi-square 

statistics distribution. Critical points for the Kruskal – Wallis test can be found as a percentage point above the chi square distribution 

(𝝌𝟏−𝜶,𝒅𝒇
𝟐 ). If H shows a significant difference between the population, individual post - hoc comparisons between each adherence well and 

the background need to be exercised if Kruskal – Wallis is used for formal compliance testing. Post - hoc contrast is usually not necessary 

to identify spatial diversity. On the other hand, from Bonferroni's t-statistics, contrast is based on data positions and approximations fol-

lowing the standard normal distribution [59] [45] [31]. The computational formula for the test statistic, H, is: 

 

𝐇 = [
𝟏𝟐

𝐍(𝐍+𝟏)
∑

𝐑𝐢.

𝐧𝐢 

𝐤
𝐢=𝟏 ] − 𝟑(𝐍 + 𝟏)                              (24) 

 

where N is the total sample size, n is the size of the ith group, k is the number of groups, and 𝑹𝒊 is the rank-sum of the ith group. Reject 

𝑯𝟎when 𝑯 > 𝝌𝒄𝒑
𝟐  [72]. 

3. Result and Discussion 

3.1. Results 

The statistical analysis of the tidal data in Port Klang (Selangor), Bagan Datuk (Perak) and Permatang Sedepa (Selangor) from 2004 until 

2017 is shown in Table 1. From this analysis, the average monthly high tide level in Port Klang is 4.4882m, at Datuk Datuk is 2.682m and 

Permatang Sedepa is 3.977m. Meanwhile, for the monthly low tide level, the average value of Port Klang is 1.459m, in Bagan Datuk is 

0.740m and Permatang Sedepa is 1.266. The average tidal level for all three stations is almost the same for 14 years. For the standard 

deviation value, it gives a small value. This assumes that the data point is close to the mean value.  

 
Table 2: Statistical analysis of tidal data 

Station Tide Min. Max. Mean Standard deviation 

Port Klang High 4.232 7.524 4.488 0.261 
Low 1.165 2.357 1.459 0.161 

Bagan Datuk High 2.428 3.008 2.628 0.087 

Low 0.579 0.918 0.740 0.081 
Permatang Sedepa High 3.515 4.655 3.977 0.152 

Low 0.826 1.671 1.266 0.146 

3.1.1.Pattern or Trend of Sea Level 

Figure 2 shows the scatter plot for the monthly average data for all the studies area. Based on the tidal data studied, these three stations 

show varied tidal patterns or trends. Seasonal tidal patterns show regular pattern in the time series complete on its own within a year and 

then repeated the following year.  
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Fig. 2: Scatter plot for high (left) and low (right) tide monthly average data 

3.1.2.Non-parametric Mann – Kendall test 

Based on Table 3, Port Klang for high tide data, Bagan Datuk and Permatang Sedepa for low tide data shows no significance of monotonic 

trends since the p–value are greater than 0.05 while the other shows that they are having significant monotonic trend. If viewed on the 

value of τ for both Bagan Datuk (for high tide data) and Permatang Sedepa (for high and low tide data) stations, it gives a positive value 

which are 0.2449, 0.3545 and 0.0163 respectively. While the other gives negative values of τ. 

 
Table 3: Analysis using Mann-Kendall Test for high and low tide monthly average data 

Station Tide 𝜏 P – value  

Port Klang 
High  - 0.0670 0.1977 

Low - 0.3453 < 0.0001 

Bagan Datuk 
High  0.2449 < 0.0001 

Low - 0.1374 0.0083 

Permatang Sedepa 
High  0.3545 < 0.0001 
Low 0.0163 0.7555 

3.1.3.Theil – Sen Trend Line Test 

In Table 4, the average monthly high tide data using Theil-Sen Trend Line test, slope values in Bagan Datuk and Permatang Sedepa are 

0.0007 and 0.0011 respectively, indicates an increasing trend while the slope value in Port Klang for average monthly of low tide data is - 

0.0015, indicates a declining trend. Based on the results of the analysis, there are parameters showing significant trends and there are also 

parameters which do not show a significant trend for each area studied. 
 

Table 4: trend analysis using Theil-Sen trend line test 

Station Tide slope CI 

Port Klang 
High - 0.0002 - 0.0004 - 0.0001 

Low - 0.0015 - 0.0017 - 0.0013 
Bagan  

Datuk 

High 0.0007 0.0004 0.0007 

Low - 0.0004 - 0.0005 - 0.0002 

Permatang Sedepa 
High 0.0011 0.0009 0.0013 
Low 0.0001 - 0.0001 0.0003 

3.1.4.Curve Estimation Model 

Table 2 shows significant model for high and low tide data in each station with coefficient of p-value less than 0.05. However, the small 

R2 value indicates that all models are inappropriate. Hence, in order to extract exact forecast, a complex model needs to be conducted. 

The p-value for each term tests the null hypothesis that the coefficient is equal to zero (no effect). A low p-value (< 0.05) indicates rejection 

of the null hypothesis. In other words, a predictor that has a low p-value is likely to be a meaningful addition to the model because changes 

in the predictor's value are related to changes in the response variable. 

Conversely, a larger (insignificant) p-value suggests that changes in the predictor are not associated with changes in the response. 

3.1.5. Kruskal Wallis Test 

Table 5: Output analysis using the curve estimation model for high and low tide monthly average data 

Station Tide Model 𝛽0 
P – 

value 
𝛽1 

P – 

value 
𝛽2 

P – 

value 
𝛽3 

P – 

value 
𝑅2 

P
o

rt
 

K
la

n
g
 High  Compound   1.000 .000     .000 

Low 

Linear 38.135 .000 -.018 .000     .212 

Logarithmic 280.516 .000 -36.687 .000     .212 

Inverse -35.239 .000 73798.836 .000     .212 
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Quadratic 38.135 .000 -.018 .000     .212 

Cubic 38.135 .000 -.018 .000     .212 

Compound   .988 .000     .218 

Power   -24.642 .000     .218 

Sigmoid (S) -24.278 .000 49569.639 .000     .219 

Growth 25.007 .000 -.012 .000     .218 

Exponential   -.012 .000     .218 

B
ag

an
 D

at
u
k
 

High 

Linear -11.169 .001 .007 .000     .102 

Logarithmic -102.419 .000 13.810 .000     .102 

Inverse 16.452 .000 -27799.186 .000     .102 

Quadratic -11.169 .001 .007 .000 .000    .102 

Cubic -11.169 .001 .007 .000 .000  .000  .102 

Compound   1.003 .000     .108 

Power 1.000E-013  5.341 .000     .108 

Sigmoid (S) 6.312 .000 -10750.470 .000     .108 

Growth -4.370 .000 .003 .000     .108 

Exponential   .003 .000     .108 

Low 

Linear 10.433 .001 -.005 .002     .058 

Logarithmic 74.377 001 -9.681 .002     .058 

Inverse -8.929 .004 19443.059 .002     .058 

Quadratic 5.593 .000 .000 .002 -1.200E-006    .058 

Cubic 3.979 .000   .  -3.984E-010  .059 

Compound   .993 .000     .060 

Power   -13.368 .001     .060 

Sigmoid (S) -13.660 .001 26851.204 .001     .060 

Growth 13.077 .002 -.007 .001     .060 

Exponential   -.007 .001     .060 

P
er

m
at

an
g

 S
ed

ep
a 

High 

Linear -28.309 .000 .016 .000     .184 

Logarithmic -241.729 .000 32.303 .000     .184 

Inverse 36.297 .000 -64992.615 .000     .184 

Quadratic -28.309 .000 .016 .000     .184 

Cubic -28.309 .000 .016 .000     .184 

Compound   1.004 .000     .192 

Power 1.000E-013  8.259 .000     .192 

Sigmoid (S) 9.643 .000 -16616.579 .000     .193 

Growth -6.875 .000 .004 .000     .192 

Exponential   .004 .000     .192 

Low 
Compound   1.003 .000     .009 

Power 1.000E-013        .009 

 

In Table 5, p-value for all stations for each parameter is less than 0.05 which indicates rejection of the null hypothesis. It can be concluded 

that the average value of the tested parameters is different. 
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Fig. 3: Boxplot of the monthly average high tide data across month (top left), across year (top right) and monthly average low tide data across month (bottom 

left), across year (bottom right) 

Table 6: Analytical outputs to test the difference among parity equivalents using the Kruskal - Wallis Test for monthly average tidal data 

Station Tide H p-value 

Port klang 
High 68.192 .000 

Low 49.838 .000 

Bagan Datuk 
High 82.072 .000 

Low 110.952 .000 

Permatang Sedepa 
High 54.865 .000 
Low 70.086 .000 

3.2 Discussion 

Based on the results of the analysis, there are parameters that have the trends and there are also parameters that do not have the trends for 

each area that have been studied. The studies involving trends for sea level rise are important for early detection to forecast future tides and 

predict sea level change. 

When the results show significant monotonic trends for existing parameters, it can provide a great overview to the researchers to determine 

and make initial considerations about changes in sea levels in the study area. However, if the parameter does not show any monotonic 

trend, then a future investigation is needed to know the general flow of parameters over the years [61]. Based on the results of the analysis, 

the parameter for high tide in Bagan Datuk and Permatang Sedepa showed an upward trend during the study period. The existence of this 

positive trend may be due to the heat expansion due to the warming of the oceans that took effect from the 1950s [73]. According to [74], 

the rise in sea levels is due to the dynamic reaction of pressure winds that force or distribute water. In addition, the increase in sea level 

can also be attributed to the increase in concentration of 𝑪𝑶𝟐 in the atmosphere that may be associated with changes in slow wind [75]. 

On the other hand, for low tide parameters in Port Klang, it shows a downward trend throughout the study period. It is, perhaps influenced 

by the sea level during high tide in the early decades of the study. Differences trend of tidal sea level, may be linked to climate change has 

become one the biggest threat to the environment and human in the 21st century. Climate change means the annual temperature of the earth 

that has risen and drops several degrees Celsius over the past few million years due to the production of heat-trapping gases - mostly carbon 

dioxide, 𝑪𝑶𝟐. The increase of the gas acts as a thick blanket which causes extreme heat to the earth. Temperature records for the past 30 

to 50 years has shown an increasing trend in most places including Malaysia [76]. According to [77], the change in mean sea level (MSL) 

can be considered as a cause for the secular change in tides, arising from the spread of tidal waves controlled by water depths. 

Differences trend of tidal sea level might be due to the rainfall. During the rainy season, more water discharges due to the intensity of 

heavy rain and increasing in the height of the tidal water, this can explain why coastal areas are very vulnerable to flood problems [78]. 

Due to rising sea levels caused by climate change could force residents to leave low-growing areas [79] where it can result in significant 

losses.  

According to the table 2, all the models are significant, however, all of them have small R2 values, which indicate that all models used are 

not appropriate. To get the exact forecast for the study done, a complex model needs to be obtained. 

4. Conclusion  

This study is related to trend analysis for tidal parameters in Port Klang, Bagan Datuk, and Permatang Sedepa. Understanding the trend of 

tidal changes is an essential requirement for coastal planning and management. From this study, it gives some insights on the trend pattern 

in the tidal change parameter in the study location. With this small research effort, it can contribute to understand the trend of tidal change. 

Statistical analysis is made as the first step in understanding data. The curve estimation model was used in order to find the best fitting line 

to represent the trend of the parameter. Mann-Kendall's trend test is the perfect technique to use as it is one of the most widely used 

techniques for environmental and climate studies. However, the Sen slope detection test has also been used in this study to estimate trends 

for all parameters of climate change and provide good results such as Mann-Kendall's trend test results. Not much difference from the 

results shown in both methods. The Sen slope measuring test provides a lower budget value compared to the Mann-Kendall trend test. 

Overall, Mann-Kendall's tendency test results and Sen's slope detection tests give a good result in tracking the trend of climate change 

parameters. Both methods can be used in predicting and estimating trends especially for climate change parameters. 

In conclusion, the findings from this study provide useful information on the trend of tidal change parameters in Port Klang, Bagan Datuk, 

and Permatang Sedepa. In addition, the monthly trend analysis for each parameter can also be considered for future analysis. 



International Journal of Engineering & Technology 121 

 

Acknowledgement 

The authors would like to acknowledge the Earth Observation Center, Universiti Kebangsaan Malaysia for providing the data for this 

research. The authors would also like to thank Yayasan Sime Darby (YSD) and Ministry of Higher Education (MOHE) Malaysia for 

supporting this research via research grants ZF-2017-008 and FRGS/1/2016/STG06/UKM/02/1 respectively. 

References  

[1] Akerlof KL, Rowan KE, La Porte T, Batten BK, Ernst H & Sklarew DM (2016), Risky business: Engaging the public on sea level rise and inunda-
tion. Environmental Science and Policy 66: 314–323. doi:10.1016/j.envsci.2016.07.002 

[2] Church JA & White NJ (2011), Sea-Level Rise from the Late 19th to the Early 21st Century. Surveys in Geophysics 32(4–5): 585–602. 

doi:10.1007/s10712-011-9119-1 
[3] Nor Aslinda, A. & Mohd Radzi, A. H. 2013. Sea Level Rise in Malaysia. Hydrolink (2): 47–49. 

[4] Madah F, Mayerle R, Bruss G & Bento J (2015), Characteristics of Tides in the Red Sea Region, a Numerical Model Study. Open Journal of Ma-

rine Science 5(2): 193–209. doi:10.4236/ojms.2015.52016 
[5] Mao Q, Shi P, Yin K, Gan J & Qi Y (2004), Tides and tidal currents in the Pearl River Estuary. Continental Shelf Research 24(16): 1797–1808. 

doi:10.1016/j.csr.2004.06.008 

[6] Pugh DT (2001), Gravitational Potential Tidal Patterns. Encyclopedia of Ocean Sciences 32–39. 
[7] Shu JJ (2003), Prediction and Analysis of Tides and Tidal Currents. International Hydrographic Rewiev 4(2): 57–64. 

[8] Hicks SD (2006), Understanding tides. NOAA: Centre of Operational Oceanography 83. 

[9] Nathaniel B (2002), Tides and Tidal Current. The American Practical Navigator 896. 
[10] Conference Handbook. 2017. 

[11] Nicholls RJ (2003), Case study on sea-level rise impacts. Environment 9: 32. Retrieved from http://www.oecd.org/env/cc/2483213.pdf 

[12] Gutierrez BT, Plant NG & Thieler ER (2011), A Bayesian network to predict coastal vulnerability to sea level rise. Journal of Geophysical Re-
search: Earth Surface 116(2): 1–15. doi:10.1029/2010JF001891 

[13] Slangen ABA, Katsman CA, van de Wal RSW, Vermeersen LL A. & Riva REM (2012), Towards regional projections of twenty-first century sea-
level change based on IPCC SRES scenarios. Climate Dynamics 38(5–6): 1191–1209. doi:10.1007/s00382-011-1057-6 

[14] Fadilah F, Suripin S & Sasongko DP (2014), Menentukan Tipe Pasang Surut dan Muka Air Rencana Perairan Laut Kabupaten Bengkulu Tengah 

Menggunakan Metode Admiralty. Maspari Journal 6 (1)(1): 1–12. 
[15] Hung TT (2008), Pengaruh Hujan Monsun Ke Atas Ramalan Pasang Surut Di Utara Semenanjung Malaysia (April). 

[16] Andika P & Rozeff PSM (2015), Sistem Monitoring Pengukuran Pasang Surut Air Laut Berbasis SMS Menggunakan Sensor Ultrasonik Dan Kom-

puter Mini. 
[17] Proshutinsky A, Pavlov V & Bourke RH (2001), Sea level rise in the Arctic Ocean. Geophysical Research Letters 28(11): 2237–2240. 

doi:10.1029/2000GL012760 

[18] Bolin D, Guttorp P, Januzzi A, Jones D, Novak M, Podschwit H, Richardson L, Sarkka A, Sowder C & Zimmerman A (2015), Statistical predic-
tion of global sea level from global temperature. Statistica Sinica 25(1): 351-367. Retrieved from http://www.jstor.org/stable/24311020 

[19] Titus JG, Park RA, Leatherman SP, Weggel JR, Greene MS, Mausel PW, Brown S, Gaunt S, Trehan M &  Yohe G (1991), Greenhouse effect and 

sea level rise: The cost of holding back the sea. Coastal Management 19: 171-204. doi:10.1080/08920759109362138 
[20] Sakawi Z (2017), Local Knowledge of Coastal Community to Sea Level Rise and Climate Change. European Journal of Multidisciplinary Studies 

4(2): 128–136. 

[21] Jamaluddin UA, Yaakub J, Suratman S & Pereira JJ (2016), Threats faced by groundwater : A preliminary study in Kuala Selangor. Bulletin of the 
Geological Society of Malaysia 62(December): 65–72. 

[22] Hay JE, Campbell J, Mclean RF & Nunn P (2003), Climate Variability and Change and Sea-level Rise in the Pacific Islands Region: A Resource 

Book for Policy and Decision Makers, Educators and other Stakeholders (January): 16. 
[23] Bilskie MV, Hagen SC, Medeiros SC & Passeri DL (2014), Dynamics of sea level rise and coastal flooding on a changing landscape. Geophysical 

Research Letters 41(3): 927–934. doi:10.1002/2013GL058759 

[24] Hay JE, Mimura N, Campbell J, Fifita S, Koshy K, McLean RF, Nakalevu T, Nunn P & de Wet N (2002), Climate variability and change and sea-
level rise in the Pacific lands region: A resource book for policy and decision makers, educators and other stakeholders. 

[25] Bouttes N, Gregory JM & Lowe JA (2013), The reversibility of sea level rise. Journal of Climate 26(8): 2502–2513. doi:10.1175/JCLI-D-12-

00285.1 
[26] Bittermann K, Rahmstorf S, Kopp RE & Kemp AC (2017), Global Mean Sea Level Rise in a World Agreed Upon in Paris. Environmental Re-

search Letters 12(12) 

[27] Tangang FT, Juneng L, Salimun E, Sei KM, Le LJ & Halimatun M (2012), Climate Change and variability over malaysia: gaps in science and 
research information. Sains Malaysiana. 41(11): 1355-1366. 

[28] Mozejko, J. 2012. Detecting and Estimating Trends of Water Quality Parameters. Water Quality Monitoring and Assessment. doi:10.5772/33052 

[29] Meals DWJ, S SA, D. & J.B., H. (2011), Statistical Analysis for Monotonic Trends. TechNotes 6 1–23. 
[30] Demaret L, Dyn N & Iske A (2006) Image compression by linear splines over adaptive triangulations. Signal Processing 86(7): 1604–1616. 

doi:10.1016/j.sigpro.2005.09.003 

[31] Usepa (2009), Statistical Analysis of Groundwater Data at RCRA Facilities—Unified Guidance. Ground Water Monitoring & Remediation 

(March): 1–884. doi:10.1111/j.1745-6592.2009.01272.x 

[32] Pohlert T (2016), Non-Parametric trend tests and change-point detection. R package 26. doi:10.13140/RG.2.1.2633.4243 

[33] Abdul Aziz OI & Burn H (2006), Trends and variability in the hydrological regime of the Mackenzie River Basin. Journal of Hydrology 319(1–4): 
282–294. doi:10.1016/j.jhydrol.2005.06.039 

[34] Yue S & Wang CY (2004), The Mann-Kendall test modified by effective sample size to detect trend in serially correlated hydrological series. Wa-

ter Resources Management 18(3): 201–218. doi:10.1023/B:WARM.0000043140.61082.60 
[35] Zarenistanak M, Dhorde AG & Kripalani RH (2014), Trend analysis and change point detection of annual and seasonal precipitation and tempera-

ture series over southwest Iran. Journal of Earth System Sciences 123(2): 281–295. 

[36] Jagadeesh P & Agrawal S (2015), Investigation of trends and its magnitude by non-parameteric Mann-Kendall and Sen ’ s slope methods. Interna-
tional Journal of Hydrology Science and Technology 5(1). doi:10.1504/IJHST.2015.069281 

[37] Mapurisa B & Chikodzi D (2014), An Assessment of Trends of Monthly Contributions to Seasonal Rainfall in. American Journal of Climate 

Change 3(March): 50–59. doi:10.4236/ajcc.2014.31005 
[38] Hirsch RM, Slack JR & Smith RA (1982), Techniques of trend analysis for monthly water-quality data. Water Resources Research 18(1): 107–121. 

doi:10.1029/WR018i001p00107 

[39] Melik A & Sazu ZRC (2008), Acta geographica Slovenica 1 1: 1–3. 
[40] Toriman MEAM (2015), Trends analysis of groundwater: using non-parametric methods in terengganu malaysia. Journal of Earth Science & Cli-

matic Change 6(1): 1–3. doi:10.4172/2157-7617.1000251 
[41] Demir V & Kisi O (2016), Comparison of Mann-Kendall and innovative trend method (Sen trend) for monthly total precipitation (Middle Black 

Sea Region , Turkey). 3rd International Balkans Conference on Challenges of Civil Engineering (May): 344–351. 



122 International Journal of Engineering & Technology 

 
[42] Okafor G, Jimoh OD & Larbi KI (2017), Detecting changes in hydro-climatic variables during the last four decades (1975-2014) on downstream 

kaduna river catchment, Nigeria. Atmospheric and Climate Sciences 7(2): 161–175. doi:10.4236/acs.2017.72012 
[43] Onyutha C, Tabari H, Taye MT, Nyandwaro GN & Willems P (2016), Analyses of rainfall trends in the Nile River Basin.  Journal of Hydro-Envi-

ronment Research 13: 36–51. doi:10.1016/j.jher.2015.09.002 

[44] Sulaiman NH, Kamarudin MKA, Mustafa AD, Amran MA, Azaman F, Abidin IZ & Hairoma N (2015), Analisis corak sungai Pahang 
menggunakan kaedah bukan parametrik: Ujian corak Mann Kendall. Malaysian Journal of Analytical Sciences 19(6): 1327–1334. 

[45] Tabari H, Marofi S, Aeini A, Talaee PH & Mohammadi K (2011), Trend analysis of reference evapotranspiration in the western half of Iran. Agri-

cultural and Forest Meteorology 151(2): 128–136. doi:10.1016/j.agrformet.2010.09.009 
[46] Ahmad I, Tang D, Wang T, Wan M & Wagan B (2015), Precipitation trends over time using Mann-Kendall and spearman’s Rho tests in swat river 

basin, Pakistan. Advances in Meteorology. doi:10.1155/2015/431860 
[47] Hamed KH (2012), The distribution of Kendall ’ s tau for testing the significance of cross-correlation in persistent data 56(5). 

doi:10.1080/02626667.2011.586948 

[48] Hennemuth B, Bender S, Bülow K, Dreier N, Keup-Thiel E, Krüger O, Mudersbach C (2013), Statistical methods for the analysis of simulated and 
observed climate data Applied in projects and institutions dealing with climate change impact and adaptation. CSC Report 13: 135. 

[49] Mcleod AAI (2005), The Kendall Package 1–10. 

[50] Seekel DA (2007), Analysis of a warming trend in water temperature in the hudson river estuary. Institute of Ecosystem Studies 1–17. Retrieved 
from http://www.caryinstitute.org/sites/default/files/public/reprints/Seekell_2007_REU.pdf 

[51] Karpouzos D, Kavalieratou S & Babajimopoulos C (2010), Trend analysis of precipitation data in Pieria Region (Greece). European Water 

30(May): 31–40. 
[52] Mustapha A (2013), Detecting surface water quality trends using mann-kendall tests and sen’s slope estimates. International Journal of Advanced 

and Innovative Research. ISSN: 2278-7844 108–114. 

[53] Ganguly A, Chaudhuri RR & Sharma P (2015), Analysis of trend of the precipitation data : a case study of kangra district, Himachal Pradesh. Inter-

national Journal of Research - GRANTHAALAYAH 3(9): 87–95. 

[54] Khattak MS, Babel MS & Sharif M (2011), Hydro-meteorological trends in the upper Indus River basin in Pakistan. Climate Research 46(2): 103–

119. doi:10.3354/cr00957 
[55] Paul A, Bhowmik R, Chowdary VM, Dutta D, Sreedhar U & Ravi Sankar H (2017), Trend analysis of time series rainfall data using robust statis-

tics. Journal of Water and Climate Change 8(4): 691–700. doi:10.2166/wcc.2017.141 

[56] Jagadees P. & Anupama C (2014), Statistical and trend analyses of rainfall: A case study of Bharathapuzha river basin, Kerala, India. ISH Journal 
of Hydraulic Engineering 20(2): 119–132. doi:10.1080/09715010.2013.843280 

[57] Adnan NA (2010), Quantifying the impacts of climate and land use changes on the hydrological response of a monsoonal catchment. University of 

Southampton, School of Geography, Doctoral Thesis, 272pp. Retrieved from http://eprints.soton.ac.uk/197225/ 
[58] Nasher NM & Uddin MN (2013), Maximum and minimum temperature trends variation over Northern and Southern part of Bangladesh. Journal of 

Environmental Sciences and Natural Resources 6(2): 83–88. 

[59] Partal T & Kahya E (2006), Trend analysis in Turkish precipitation data. Hydrological Processes 20(9): 2011–2026. doi:10.1002/hyp.5993 
[60] Gocic M & Trajkovic S (2013), Analysis of changes in meteorological variables using Mann-Kendall and Sen’s slope estimator statistical tests in 

Serbia. Global and Planetary Change 100: 172–182. doi:10.1016/j.gloplacha.2012.10.014 

[61] Hamzah FM, Saimi FM & Jaafar O (2017), Identifying the monotonic trend in climate change parameter in Kluang and Senai, Johor, Malaysia. 
Sains Malaysiana 46(10): 1735–1741. doi:10.17576/jsm-2017-4610-09 

[62] Chattopadhyay S & Edwards D (2016), Long-Term Trend Analysis of precipitation and air temperature for Kentucky, United States. Climate 4(1): 

10. doi:10.3390/cli4010010 
[63] Jung L, Yi M, Lee, JM, Ahn KH, Won JH, Moon SH & Cho M (2006), Parametric and non-parametric trend analysis of groundwater data obtained 

from national groundwater monitoring stations 11(2): 56–67. 

[64] Uyanık GK & Güler N (2013), A Study on multiple linear regression analysis. Procedia - Social and Behavioral Sciences 106: 234–240. 
doi:10.1016/j.sbspro.2013.12.027 

[65] Schneider A, Hommel G & Blettner M (2010), Linear regression analysis: part 14 of a series on evaluation of scientific publications. Deutsches 

Ärzteblatt international 107(44): 776–82. doi:10.3238/arztebl.2010.0776 
[66] Mahmud MA (2011), Isolated area load forecasting using linear regression analysis: practical approach. Energy and Power Engineering 3(4): 547–

550. doi:10.4236/epe.2011.34067 

[67] Lunt M (2015), Introduction to statistical modelling: linear regression: Fig. 1. Rheumatology 54(7): 1137–1140. doi:10.1093/rheumatology/ket146 
[68] Thenmozhi M & Kottiswaran SV (2016), Analysis of Rainfall Trend Using Mann – Kendall Test and the Sen ’ S. International Journal of Agricul-

tural Science and Research 6(2): 131–138. 

[69] Hanna ARG, Rao C & Athanasio T (2010), Graphs in statistical analysis. Key Topics in Surgical Research and Methodology 27(1): 441–475. 
doi:10.1007/978-3-540-71915-1_35 

[70] Navas RKB, Narayanan KV, Prakash S & Muruganandam A (2016), Analysis of offshore wind energy potential using curve model. 

[71] Karthika SC (2012), Comparative performance of different trend models in relation to crops of Guntur District Acharya N. G. Ranga Agricultural 
University, Department of Statistics and Mathematics, Master’s thesis. Retrieved from http://krishikosh.egranth.ac.in/bit-

stream/1/67576/1/D9375.pdf 

[72] Singh M & Supriya K (2017), Growth models and projection of area , production and productivity of wheat in India and Uttar Pradesh, India. Inter-
national Journal of Current Microbiology and Applied Sciences 6(11): 2587–2595. 

[73] Sawilowsky S & Fahoome G (2014), Kruskal-Wallis Test: basic. In wiley statsref: statistics reference online (eds N. Balakrishnan, T. Colton, B. 

Everitt, W. Piegorsch, F. Ruggeri and j. L. Teugels). Doi: 10.1002/9781118445112.stat06567. 

[74] Cabanes C, Cazenave A & Le Provost C (2001), Sea level rise during past 40 years determined from satellite and in situ observations. Science 

294(5543): 840–842. doi:10.1126/science.1063556 
[75] Merrifield MA (2011), A shift in western tropical Pacific sea level trends during the 1990s. Journal of Climate 24(15): 4126–4138. 

doi:10.1175/2011JCLI3932.1 

[76] Langenberg H, Pfizenmayer  A, von Storch H & Suendermann J (1999), Storm related sea level variations along the North Sea coast: natural varia-
bility and anthropogenic change. Continental Shelf Research 19: 821–842. 

[77] Rahman HA (2009), Global climate change and its effects on human habitat and environment in Malaysia. Malaysian Journal of Environmental 

Management 10(2): 17–32. 
[78] Mawdsley RJ, Haigh ID & Wells NC (2015), Global secular changes in different tidal high water , low water and range levels. Earth’s Future 3(2): 

1–16. doi:10.1002/2014EF000282. 

[79] Barzani M, Universiti G & Zainal S (2015), The influence of tidal activities on water quality of Paka River Terengganu , Malaysia. Malaysian 
Journal Of Analytical Sciences 19(5): 979-990. 

 

 


