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Abstract 
 

Although the batch backpropagation (BBP) algorithm is a new style for weight updating, it is slow training and there are several parame-

ters that needed to be adjusted manually. The most significant parameter for improving the efficiency of the batch back propagation algo-

rithm is learning rate. The drawbacks of the BBP algorithm are its slow learning rate and easy convergence to the local minimum. To 

overcome this problem, we have created a new dynamic learning rate (LR) to escape the local minimum, which enables a faster training 

time for the batch back propagation algorithm. The dynamic batch backpropagation (DBBPL) algorithm, which uses this dynamic 

learning rate, is presented in this paper. This technique was implemented using a sigmoid function, and the two-dimensional exclusive 

OR problem, the balance dataset, and the Iris dataset were used as benchmarks with different structures to test the efficiency of the 

dynamic learning rate. The real datasets were divided into a training set and a testing set. 75 experiments were carried out using 

MATLAB software (2012a). From the experimental results, the DBBPL algorithm provides superior performance in terms of training 

and quickly training with the high level of accuracy compared to the BBP algorithm,  whereas the accuracy rates of the structures were 

98.7% and 99.1%, and processing times of the improved algorithm were 3936 and 4755 times faster, respectively than the BBP algo-

rithm, and with existing works. 

 
Keywords: artificial neural network; batch back-propagation algorithm; local minimum; processing time improved; dynamic learning rate. 

 

1. Introduction 

Artificial neural networks (ANNs) have been proven to be suitable 

for many tasks in pattern recognition and machine learning [1]. 

The BP algorithm is very popular in supervisor training and learn-

ing [2-3] and the batch BP algorithm is widely used in many ap-

plications, it covers robotics, automation, and weight changes in 

ANNs [4-6]. The BP algorithm has led to tremendous break-

throughs in applications involving multilayer perceptions [7]. 

Gradient descent is commonly used to adjust the weight by using a 

change in E; however, this approach is not guaranteed to converge 

the global minimum error [8-9]. 

The BP algorithm is accurate in terms of training [10,11]; however, 

the primary problem with this algorithm is its slow learning rate 

and easy convergence to a local minimum and its tendency to-

wards training saturation [12-13]. In addition to these disad-

vantages of the BP algorithm, several parameters need to be ad-

justed manually, such as learning rate and momentum term [14]. 

To solve this problem, several techniques have been developed to 

improve learning, to speed up the BP algorithm or to escape a 

local minimum, such as the heuristic approach. Heuristic methods 

are currently the most widely used methods for improving the 

learning rate of the BP algorithm. Learning rate is the most sig-

nificant parameter affecting the weight update of a neural network. 

Many studies of this have been carried out such as that in [15], 

proposing a new algorithm involving adjusting the weight training 

through a penalty for avoiding the local minima. The relationship 

between the penalty and the learning rate has been made. The 

penalty affects the updating of weight. The values 0.013 and 0.001 

were selected manually for learning rate and penalty respectively. 

The results were compared with the backpropagation (SBP) algo-

rithm. The study in [16] improves the batch BPAP algorithm using 

a proposed dynamic learning rate with a penalty. The penalty co-

efficient is set at λ > 0 and the learning rate set at λ = 0.15. The 

algorithm has a 2:2:1 structure and uses a sigmoid activation func-

tion. The weight update in the batch BPAP algorithm is bounded 

during training. The experimental results show that the BPAP has 

faster training than the BP, with a fixed learning rate. The study in 

[17] investigated the effects of the input parameters using three 

different structures: the BP algorithm, the BP algorithm with a 

momentum factor and the BP algorithm using a conjugate gradient 

descent. A sigmoid function was used as the activation function. 

The goals of this research were to study the ways in which differ-

ences in learning rates affected the recognition rate; the 

experiments, therefore, began with a sample structure and varied 

the value of the learning rate. The second method used various 

values of learning rates and hidden nodes, while the third method 

used a BP algorithm with a conjugate gradient descent. The exper-

imental results indicated that the BP algorithm with the momen-

tum factor provided the highest recognition rate, whereas the 

recognition rate for the other methods was 0.99. The work in [18] 

presented a dynamic BP algorithm for training with a boundary. In 

this case, the weight was updated under the constraints of this 

boundary; a sigmoid function was used as the activation function. 

The boundary helps to increase the rate of training of the BP algo-

rithm and enhances the classification rate; in this study, the value 

of the classification correction was 91.1%. The researchers in [19] 

presented a specific penalty for obtaining the proportion of the 

norm of the weight or to prove the boundedness of the weights in 

the network training process. The initial weight is chosen in the 

range [-0.5, 0.5] and the learning rate was fixed using an equation 
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as an either a small constant (0.05) or an adaptive series. The pen-

alty factor was set as 0.001. The results showed that the BBPAP 

obtained better convergence than prior work. In [20] improved the 

BP algorithm using a two-layer structure with a dynamic learning 

rate, which depends on both the current and previous values of the 

error training. The created learning rate depends on the value of 

the learning rate that is fixed at values η = 1.0, 0.4 and 1.4. The 

results show that the improved BP algorithm gave superior per-

formance in terms of training than the standard BP algorithm.  

The remainder of this paper is organized as follows: Section 2 

describes the materials and method used; Section 3 presents the 

implementation; Section 4 presents the experimental results; Sec-

tion 5 is a discussion; Section 6 explains about evaluation of the 

performance of improving algorithm; Section 7 give the conclu-

sions of the study and Section 8 discusses future work. 

2. Materials and Method  

This kind of this research belongs the heuristic method. The 

heuristic method included two parameters such learning rate and 

momentum term. This study will be creating a dynamic function 

for each learning rate and momentum term to increase speed up 

back propagation algorithm. There are many steps which appear as 

follows. 

2.1. Neural Network Model 

We propose an ANN model, which consist of three-layer neural 

network that has an input, hidden and output layer. In this study, 

there are two different structure. The input layer is considered to 

be { 1x
, 2x

,..., ix
}, which represents the nodes; the nodes depend 

on the types or attributes of the data. The hidden layer is made of 

two layers with four nodes. Whereas, the hL
 and kLL

 are the 

first and second layer respectively. The output layer rY
 is made of 

one layer with one neuron. Three basis, two of them are used in 

the hidden and one in the output layer, which is denoted by 
0 ju

, 

0kv
 and 0rw

. 
hjv

 is the weight between neuron h from hidden 

layer L  and neuron j from the hidden layer LL . ihu
 is the 

weight between neuron i  in the input layer and neuron h in the 

hidden layer. Finally, the sigmoid function is employed as an acti-

vation function.  

2.2. Create Dynamic Learning Rate 

There are two primary techniques for selecting the value for the 

learning rate. The first is to set it to a small constant value in the 

interval [0,1]; the second is to use a series value in the range [0,1] 

[21]. The learning rate should be sufficiently large to allow escape 

from the local minimum and to facilitate fast convergence to min-

imize error training [22]; however, the value of the learning rate 

which is too large leads to fast training with an oscillation in error 

training. To ensure a stable learning BP algorithm, the learning 

rate must be small [23]. The weight update between neuron k from 

the output layer and neuron j from the hidden layer is as follows: 

 

( )jkw t+1  w ( )  
( )

jk

jk

E
t

W t



 = −


                               (1) 

 

where ( )jkw t  is a weight change. The weight is updated for 

each epoch in (1), and the speed of the training depends on a pa-

rameter that affects the updating of the weight. To enhance the BP 

algorithm as given in (1), to avoid local minima and training satu-

ration, a dynamic function can be used to obtain an adaptive learn-

ing rate. Several studies have used an adaptive learning rate using 

a monotonicity function; the work in [24-25], for instance, used an 

exponential function to increase the speed of the BP algorithm. 

The exponential function used in these studies was a monotonic 

function, whereas the current work focuses on the boundary func-

tion and the creation of a dynamic learning rate using a penalty. 

We propose a dynamic learning rate as follows: 
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where K is the average of the activation function. The activation 

function used in this study is a sigmoid function. This formula 

uses (1- ro ) as an implicit function in   to ensure that the ex-

pression sin(1 )ro−  (the boundary function) is a positive value 

for every value of ro . The dynamic learning rate has both an 

upper and a lower bound; updating of the weight in the BP algo-

rithm is bounded. We substitute dmic  from (2) into (1) to obtain: 
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The weight update is automatic for every layer under effect the 

dynamic learning rate ( dmic ). 

2.3. Dynamic Batch Back Propagation (DBBPL) 

Algorithm  

In this part, we will focus on implements of DBBPL algorithm 

and validate of the formwork of mathematics of the DBBPL algo-

rithm. There are three stages of training in the DBBPL algorithm 

as follows:  

2.3.1. Forward Phase 

In the forward phase just calculate the weight in the each hidden 

layer
  1,..., iL L

 as follows: 
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Compute the output of first hidden layer of hL  

 

( )h inhL f L−=
                                                                         

(5) 

 

Send the result to jLL  ( jLL
 

1,2,...,j p= ) and calculate 

the input signal     

 

0

1

n

inh h h hj

i
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=
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(6) 

 

Calculate the output layer of second hidden LL  
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( )j injLL f LL−=                                                                    (7) 

 

Send the output LL  to input inrY−  and then get the input layer 

of inrY−    
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1

n

inr r i jr

i
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= +
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Compute the output layer rY   

 

( )r inrY f Y−=
                                                                          (9)                                                                

2.3.2. Backward-Pass Phase 

This stage starts, when the weight reaches to the output of the last 

hidden as follows: 

Compute the error training   

 

1

( )
n

r jk r

r

e t Y
=
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Calculates the local gradient of output layer rY  at neuron r  

 

( )r r inre f Y −=   ( ) (1 )inr inr inrf Y Y Y− − −= −
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Compute the weight correction term (update   jrw  latter) 
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Compute, bias correction term (update 0rw  later) 
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Send r  to hidden layer
 
each hidden unite ( 1,...,j p= ). Com-

pute the single error or error back propagation for layer above 
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Calculates the local gradient of hidden layer jLL  at neuron 

  

( )j inj injf LL − −=
                                                            (15)                                                                

 

 

Compute weight correction term (update   hjv  later) 
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Calculate, bias collection term (update 
0 jv  latter) 
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Send 
j  to first hidden hL  1,...,h q= . Compute the single 

error as below 
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Compute the local gradient of hidden layer hL
 compute as 

follows 
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  ( ) (1 )inh inh inhf L L L− − −= −      (19) 

 

Compute weight correction (update ihu  later) 
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Calculates bias weight corrective (update 0hu  later) 
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2.3.3. Update the Weight Phase  

At the weight update stage, all of the layers are adjusted simulta-

neously. The weight update is calculated as follows: 

   

For each output layer ( )j 0,1,2,  p;  r 1 ,m=  =   
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For bias  
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For each hidden layer ( jLL  h = 0,…,q; j = 1,…,p)  
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For bias       
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For each hidden layer, 1, , ; 1,. . )( . ,h h n hL q=  =  
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For the biases,   
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3. Implementation of the Dynamic Algorithms  

The dataset is very significant for the confirmation to improve the 

BP algorithm. All datasets in this study are taken from the UCI 

Machine Learning Repository. The data sets are available online at   

https://archive.ics.uci.edu/ml/index.html. These real data sets are 

divided into two parts, a training set and a testing set. The BP 

algorithm was implemented using a fixed value for the learning 

rate from the range [0,1], while the DBBPL algorithm is trained 

using a dynamic function for the learning rate.  

 

4. Results and Discussion  

 
This section describes the experiments carried out to validate our 

proposed algorithm. The range of the error limit affects training 

time, as shown in [26]. We calculate the accuracy of training as 

follows [27]: 

 

  

 

where UP and LW are the upper bound and lower bound of the 

activation function. A sigmoid function was used and thus UP = 1 

and LW = 0. 

4.1. Experimental Results for the DBBPL Algorithm 

with the XOR Problem  

Ten experiments (EX) were carried out using MATLAB, and the 

average (AV) was taken of several criteria used in this study for 

measurement of the training performance. The experimental re-

sults are tabulated in Table 1. 

 
Table 1: Average the performance of DBBPL algorithm with XOR with              

different structure 
 First Structure Second  Structure 

Item Time  
(Sec) 

Epoch Accuracy Time  
(Sec) 

Epoch Accuracy   
Training 

A.V 4.7147 2279 0.9821 7.714 3086 0.9807 

S.D 0.2948 0 0 1.174 2.4 0 

 

From Table 1, it can be seen that the use of the formula in (2) 

enhances the performance of the backpropagation algorithm in 

terms of the training for both structures. It also reduces the time 

required for training; for the first structure, the average time for 

training is t = 4.7147 s and the epoch is 2279, while for the second 

structure the average training time is t = 7.7141 s and the epoch is 

3086. There is no significant different between the two structures 

in terms of accuracy training. The small value of standard devia-

tion (SD) indicates that the scatter in time and error training is 

very close for each experiment; however, that of the first structure 

which uses a single hidden layer, is better than that of the second 

structure for each time training and error time, whereas SD = 0 for 

both time and error training. The training curve is shown in Figure 

1. 

 

 
(a) (b) 

Fig1: Training Curve of Dynamic algorithm with XOR 

 

From Fig. 1(a), for the first structure, it can be seen that the curve 

training is a daisy with index epoch to meet the global minimum. 

The dynamic learning rate helps the BP algorithm to avoid train-

ing saturation. For the second structure as shown in Fig. 1(b), the 

weight training does not change before 500 epochs. This means 

that the DBBPL algorithm undergoes training saturation, although 

following this, the training curve converges quickly to give the 

minimum error. 

4.2. Experimental Results for the BBP Algorithm with 

XOR Problem 

We implemented the BBP algorithm, manual values of learning 

rate. The experiment results are tabulated in Table 2. 

 
Table 2: Average the performance of the training of BBP algorithm with 
XOR Problem 

 First Structure                        Second  Structure 

Values 

of  

Time  

(Sec) 

Epoch Time  

(Sec) 

Epoch 

AV 225.7362 1707567 288.8325 2091897 

S.D 127.12952 2541604 260.26521 2258757 

 

From Table 2, for first structure, the average of time is 

225.7362  226 s with average epoch is 1707567, while the sec-

ond structure the average of time training is 288.8325 2889 s 

with 2091897 epoch. 

4.3. Experimental Results for the DBBPL Algorithm 

with the Balance Training Dataset  

We test the performance of our proposed method, given in (2), 

using the Balance data. This is one of the most widely known 

databases in pattern recognition and has 625 patterns. The experi-

mental results are presented in Table 3. 

 
Table 3: Average the performance of DBBPL algorithm with balance -

Training Set 

 First Structure Second  Structure 

Item Time  

(Sec) 

Epoch Accuracy Time  

(Sec) 

Epoch Accuracy   

Training 

AV 8.2777 50 0.99996 0.9416 1 0.99995 

S.D 0.2948 0 4.89E-5 0.0841 0 5E-05 

 

From Table 3, it can be seen that for the first structure which uses 

a single hidden layer, the average training time is 8.2777 s with 50 

epochs. The average of the training accuracy is 0.99996 and the 

accuracy is therefore very close to one. For the second structure 

which has two hidden layers, the average training time is 0.9416 

with 1 epoch. The average of the training accuracy is 0.99995, 

meaning that the training accuracy is also very close to one for this 

structure. The high values for accuracy indicate that the dynamic 

https://archive.ics.uci.edu/ml/index.html
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learning rate helps the back-propagation algorithm to avoid train-

ing saturation, to achieve a higher learning rate and to reach the 

global minimum.  

4.4. Experimental Results for the BP Algorithm with the 

Balance Training Dataset 

The performance was tested using 250 patterns as a form of train-

ing. The results of the simulation are given in Table 4. 

 
Table 4: Average the performance of BP algorithm with Balance-Training 
set 

 First Structure Second  Structure 

Values  

of   

Time  

(Sec) 

Epoch Time  

(Sec) 

Epoch 

AV 477.2925 2804 240.7302 767 

S.D 693.2013113 4029.163 265.0520825 889.7967 

From Table 4, it can be seen that the average training time is for 

first structure is 477.2925 second   477 second with 2804 epoch. 

For second structure, the average time is 240.7302   241 seconds 

with 769 epoch.   

4.5. Experimental Results for the DBBPL Algorithm 

with the Balance Testing Dataset 

The DBBPL algorithm was implemented using the Balance da-

taset for testing. The input layer represents the attributes of the 

data. The experimental results are recorded in Table 5. 

 
Table 5: Average the performance of DBBPL algorithm with Balance-
Testing set 

 First Structure Second  Structure 

Ite

m 

Time 

(Sec) 

Epoc

h 

Accura-

cy 

Time 

(Sec) 

Epoc

h 

Accura-

cy  
Training 

AV 6.6576 66 0.99929 0.2723 1 0.99624 

S.D 0.939784
5 

1.9E-
6 

0.00011
4 

0.06161
6 

0 0.00024
9 

 

From Table 5, it can be seen that the dynamic approach for learn-

ing rate reduces the time required for training and enhances the 

convergence of the time training. For the first structure, the aver-

age training time was 6.6576 s with an average of 66 epochs. For 

the second structure, the average training time was 0.2723 s with 

an average of 1 epoch. Both structures gave high training accuracy 

and the average SD of time for both structures was less than one. 

4.6. Experimental Results for the BBP Algorithm with 

the Balance Testing Dataset 

In this section, we implement the backpropagation algorithm using 

250 patterns, representing the testing dataset. The experimental 

results are given in Table 6. 

 
Table 6: The performance of the training of BBP algorithm with Balance- 

Testing set 

 First Structure                        Second  Structure 

Values  

of   

Time 

(Sec) 

Epoch Time  

(Sec) 

Epoch 

AV 1229.051333 6991 1110.9285 14636 

S.D 1676.5149 11334 1439.474401 23117 

 

From Table 6, for first structure the average training time is 

1229.051333 seconds  1229 with16991 epoch. For the second 

structure, the average training time 1110.9285 second  1111with 

14636 epoch. The S.D for both structure is greater than one. 

 

 

4.7. Experimental Results for the DBBPL Algorithm 

with the Iris Training Dataset  

Ten experiments were carried out in MATLAB, and the average 

of several criteria was used for the measurement of the perfor-

mance of training. The experimental results are given in Table 7. 

 
Table 7: Average Training BP algorithm with Iris – Training 

 First Structure Second  Structure 

Item Time 
(Sec) 

Epoch Accuracy Time  
(Sec) 

Epoch Accuracy  
Training 

AV 2.165 43 0.9955 2.358 42 0.95542 

S.D 0.1092 0 0 0.74775 12 0.01867 

 

From Table 7, it can easily be seen that the dynamic learning rate 

has the effect of reducing the training time for the BP algorithm. 

For both structures, the average training time is very short: 2.165 s 

for the first structure, and 2.358 s for the second structure. In addi-

tion, the number of epochs for both structures is very low. This 

indicates that the new dynamic learning rate has the effect of re-

moving training saturation for the BP algorithm and allowing the 

global minimum training to be reached. In addition, the average 

accuracy of the dynamic algorithm for both structures is 0.9955 

and 0.95542 respectively. The training curve is shown in Figure 2.  

 

 
(a) (b) 

Fig. 2: Training Curve of Dynamic algorithm with Iris –Training Dataset 

 

From Fig. 2, it can be seen that the dynamic learning rate allows 

the BP algorithm to escape the flat-spot problem appearing in both 

structures. For the first structure in Fig. 2(a), the dynamic learning 

rate allows the BP algorithm to avoid the flat spot after 10 epochs, 

while in Fig. 2(b), training does not change before 30 epochs for 

the second structure. For both structures, the training curve con-

verges quickly to give the minimum error. 

4.8. Experimental Results for the BBP Algorithm with 

the Iris Training Dataset 

Table 8: Average Training BP algorithm with Iris – Training 

 First Structure                       Second  Structure 

Values  

of   

Time  
(Sec) 

Epoch Time  
(Sec) 

Epoch 

A.V 5108.759 254670 735.555 16062 

S.D 10185. 10185.22 742.6004044 17109.799 

 

From Table 8, it can be seen that for the first structure which uses 

one hidden layer, the average of the training time is 5108.759 

seconds   5109 with 254670 epoch. For the second structure, the 

average training time 735.555 second   16062 second with 

14636 epoch. The S.D for both structure is greater than one. 
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4.9. Experimental Results for the DBBPL Algorithm 

with the Iris Testing Dataset 

The performance of training are given in Table 9. 

 
Table 9: Average Training Improve algorithm with Iris – Testing 

 First Structure Second  Structure 

Ite

m 

Time 

(Sec) 

Epoc

h 

Accuracy Time 

(Sec) 

Epoc

h 

Accuracy 

Training 

AV 2.1983 63 0.9960 3.9108 103 0.98726 

S.D 0.207453

6 

1 0.000219

31 

0.62527

1 

16.27

1 

0.000741

88 

 

From Table 9, easily can see that the dynamic learning rate helps 

BP algorithm for reducing the time training. Both the structures 

the average of the training time is very short . The average time is 

2.1983 seconds for the first structure while the average time for 

the second structure is 3.9108 for second structure. In addition, the 

average accuracy of a dynamic algorithm for both structures is 

0.9960 and 0.98726 respectively. That indicates that the new dy-

namic learning helps the BP algorithm to remove the saturation 

training and reach the global minimum training. 

4.10. Experiments the BBP Algorithm with Iris - Testing  

Table 10: Average Training BBP algorithm with Iris – Testing 

 First Structure                        Second  Structure 

Values  

of   

Time 

(Sec) 

Epoch Time 

(Sec) 

Epoch 

AV 2087.4398 63339 1379.29975 10751 

S.D 2038.59631 65565.41043 1639.369388 5747.54 

 

From Table 10, for first structure the average training time is 

2087.4398 seconds   2087 with 163339 epoch. For the second 

structure, the average training time 1379.29975 second   1379 

with 14636 epoch. The S.D for both structure is greater than one. 

5. Discussion 

To validate the performance of the DBBPL algorithm through 

compression with BBP algorithm for speeding up training time 

and to determine which is superior. Several criteria are used to 

compare the DBBPL algorithm with the BBP algorithm. We cal-

culate the Processing Time Improved of training using the follow-

ing formula [28-29]. 

 

Processing Time Improved (PTI) =  

5.1. Performance Training of the DBBPR Algorithm 

versus the BBP Algorithm for the First Structure    

To validate the improved BP algorithm, we compare the perfor-

mance between the DBBPR algorithm and the BP algorithm. The 

speed-up obtained in training is shown in Table 11. 

 
Table 11: Processing Time Improved the DBBPL algorithm versus BP 
with first structure  

 Dynamic 

DBBPL Algo-

rithm 

BBP Algorithm 

 AV 

Time 

(Sec) 

AV 

Epoch 

AV Time 

(Sec) 

AV 

Epoch 

Processing 

Time Improved 

= 
(BBP/DBBPL) 

XOR 4.7147 2279 225.7362 1707567 47.87 

Balance 

Training 
Balance 

Testing 

8.2777 50 477.2925 2804 57.66004 

6.6576 66 1229.5131 6991.239 184.6781 

Iris 

Training 

Iris 

Testing 

2.165 43 5109.759 254670 2360.166 

2.1983 63 1379.2997 2087 627.4393 

 

From Table 11, it is evident that the dynamic algorithm outper-

forms the BBP algorithm. The period of the training time of the 

DBBPL algorithm is 2.165 ≤ t ≤ 8.2777 s; which is considered a 

narrow interval that means that the DBBPL algorithm takes a short 

time with few epochs, to convergence into the global minimum. 

The period of the training time of BBP algorithm is in the range 

225.7362 ≤ t ≤ 5109.759 s; that can be considered a wide indicat-

ing that the BBP algorithm has a high level of training saturation 

and requires a long training time. At its maximum time training, 

the DBBPL algorithm is 2360.166 2360 times faster than the BBP 

algorithm. 

5.2. Performance Training of the DBBPL algorithm ver-

sus the BBP Algorithm for the Second Structure  

Table 12: Processing Time Improved the DBBPL algorithm versus BP 

with first structure 

 Dynamic 
DBBPL  Algo-

rithm 

BBP Algorithm 

 AV 
Time 

(Sec) 

AV 
Epoch 

AV Time 
(Sec) 

AV 
Epoch 

Processing Time 
Improved 

(BBP/DBBPL) 

XOR 7.7141 3086 288.8325 2091897 37.44 

Balance 
Training 

Balance 

Testing 

0.9416 1 240.7302 769 255.6608 

0.2723 1 1110.9285 14636 4079.796 

Iris 
Training 

Iris 
Testing 

2.358 42 526.3825 16062.4 223.2326 

3.3580 103 526.3825 24713 156.7548 

 

From Table 12, it is clear that the DBBPL algorithm outperforms 

the BBP algorithm. The period of the training time of the DBBPL 

algorithm is 0.2723 ≤ t ≤ 7.7141s; which is considered a narrow 

interval that means that the DBBPL algorithm takes a short time 

with few epochs, to convergence into the global minimum. The 

period of the training time of BBP algorithm is in the range 

240.8325 ≤ t ≤ 1110.9285 s; that can be considered a wide interval, 

indicating that the BBP algorithm has a high level of training satu-

ration and requires a long training time. At its maximum time 

training, the DBBPL algorithm is 4079.796 4080 times faster than 

the BBP algorithm. 

6. Evaluation of the Performance of Improved 

Batch BP Algorithm  

To evaluate the performance of the improved DBBPL algorithm in 

terms of the increased rate of training of the dynamic DBBPL 

algorithm presented in this study. The performance of the im-

proved DBBPL algorithm is also compared to previous research 

works. The limited error or stop training is set at 0.0001 in this 

study; elsewhere in the literature such as in [16], this value is set at 

0.0001 respectively. For the purpose of comparison between the 

results of this study and previous work, the fit was rerun with stop 

training values corresponding to those in previous work. The re-

sults of the current study show that the dynamic (DBBPL) algo-

rithm outperforms the previous studies in terms of the training 

time, number of epochs and accuracy. 

7. Conclusion 

The batch backpropagation (BBP) algorithm is commonly used in 

many applications, including robotics, automation and global posi-
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tioning systems. However, it requires a long training time to get 

global minimum training. To overcome this problem, a dynamic 

learning rate is proposed here. The learning rate is a widely used 

technique for improving the batch BP algorithm and an important 

parameter for controlling the weight training. This study introduc-

es the DBBPL algorithm which training by learning rate. The 

dynamic learning rate affects the weight for each hidden layer and 

output layer and eliminates training saturation. One of the main 

advantages of the training used in the DBBPL algorithm is that it 

reduces training time, error training and the number of epochs. 

The experimental results show that the DBBPL algorithm gives 

superior performance compared with the BBP algorithm. 

8. Future Work 

This study was carried out using a dynamic learning rate algorithm 

for improving BBP algorithm. However, it is possible to create a 

dynamic training rate and momentum factor that have to integrate 

with each other to keep the weight adjusted as moderate. 
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