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Abstract 
 

As the number of computer users increases, numerous content has been generated by them. Machine learning as one of the main direction 

of natural language processing, allows computer systems to extract various information from the generated content. Processing results 

determine the sentiments of the text to extract the author's emotional evaluation that is expressed in the text. The aim of the project was 

to develop the Sentiment Analyzing system by using Machine Learning algorithms on cloud-based system. The paper describes the de-

velopment process of Sentiment Analyzing System in English language. Two Machine Learning algorithms, SVM and Naïve Bayes clas-

sifier, have been inspected and Cloud computing used to develop and publish web application. The testing results demonstrate the accu-

racy of the work in proposed method. 
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1. Introduction 

In our time, there is an intensive growth of the Internet adoption. 

As the number of users increases, the amount of content generated 

by them increases as well. One of the directions of machine learn-

ing, natural language processing, allows computer systems to ex-

tract various information from this content. An important task of 

processing natural language is to determine the sentiments of the 

text. The task of determining the sentiments of the text is to ex-

tract the author's emotional evaluation that is expressed in the text. 

The data, which went through the system processing, represent 

author’s sentiments and reaction to certain object, person or idea. 

People, who write blogs, comments, news, have sentiments in 

their content. Sentiment analysis applications have been widely 

used in different fields. Researchers have firmly demonstrated the 

utility of sentiment analyses by successfully correlating changes in 

opinion expressed in social media with social, political and eco-

nomic fields [1]. The paper describes a comparison of two ma-

chine learning algorithms with the identification of the effect of 

text preprocessing at the data preparation stage using the messages 

from Twitter. 

2. Literature Review 

According to [2], there are three types of the sentimental analysis 

of text messages: 

1.  The Analysis of the text according to pre-compiled sentiment 

dictionaries with the use of linguist analysis.  Sentiment dictionar-

ies consist of such elements as words, phrases, patterns, each of 

which has its own sentiments. The sentiments of the text are de-

termined by the totality of the found emotive vocabulary and is 

evaluated depending on the amount of positive and negative. 

2. Sentiment Analysis of the text using machine learning methods. 

The text is presented in vector form. Based on the available train-

ing sample, the classifier is trained. After this, the text's sentiment 

is classified. 

3. Combination of the first and second approaches. The first ap-

proach is rather laborious because of the need to compose senti-

ment dictionaries, obtain a list of sentiment patterns and develop 

linguistic analyzers, but it is more flexible. The advantage of this 

approach is that it allows to see the emotional vocabulary at the 

sentence level. 

According to [3], sentiment Analysis of the text involves the use 

of one or more methods, each of which has advantages and disad-

vantages. Methods based on rules and dictionaries, within the 

framework of these approaches, the text is analyzed based on pre-

compiled sentiment dictionaries. But, the process is very long. The 

main problem is the fact that the same word in different contexts 

can have different sentiments. Means that for the operation of the 

system it is required to compose many rules and, most often the 

systems for analyzing the sentiments of the text are created with 

reference to a specific subject area. Methods based on graph mod-

els. Within the framework of these methods, the text is depicted as 

a graph based on the assumption that some words have more 

weight and, therefore, more strongly affect the tonality of the en-

tire text. After ranking the vertices of the graph, words are classi-

fied according to the tonality dictionary, where each word is as-

signed a certain characteristic ("positive", "negative" or "neutral"). 

The result is calculated as the ratio of the number of words with a 

positive rating to the number of words with a negative rating. 

Machine learning is an idea of the existence of common algo-

rithms that can analyze a set of data without having to write a code 

specific for the problem. Instead of writing the code, developer 

pass the data to a common algorithm, and it builds its own logic 

based on them. For example, one of the types of algorithm is the 

classification algorithm. It can put data into different groups. The 

same classification algorithm used to recognize handwritten digits, 

which can also be used to classify letters for spam and non-spam 

without changing the line of code. This is the same algorithm, but 
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trained on other data, so the output is a different classification 

logic. 

There are 2 methods based on machine learning according to [3]: 

supervised and unsupervised. Large data can provide significant 

assistance in training neural networks, which are also used in the 

analysis of the sentiments of the text. The principle of the pro-

gram: it builds a tree with an estimate of the sentiments of each 

word, each phrase and the whole text. The program understands 

that changing the order of words changes the key of the text. It can 

be assumed that this fact provides such a high accuracy in the 

evaluation of the text and allows to consider neural networks as a 

promising tool for such analysis. 

The work [4] considers the classification of sentiments using ma-

chine learning and shows that this approach surpasses simple 

techniques based on the compilation of dictionaries of frequently 

used positive and negative words. In the following work [5], the 

authors describe an algorithm that allows classifying a sentiment 

using only subjective sentences. Objective sentences, as a rule, do 

not have sentiments, but create noise in the data. In [6], the au-

thors consider the problem of the fact that a very large number of 

terms are extracted from the training data when classifying a key. 

The authors describe methods for selecting the most informative 

terms and evaluating their sentiments. To eliminate the shortcom-

ings of the approaches discussed above, they are combined. So, in 

work [7] the method is based on the extracted lexical rules, while 

training with human participation and machine learning are com-

bined into one algorithm for classifying the key. In another paper 

[8], researchers from Microsoft suggest ways to reduce the time 

needed to compose sentiment dictionaries. The result is achieved 

through the sharing of automatic extraction of informative tem-

plates and machine learning.  

3. Development Methodology 

Azure is the only major cloud platform that Gartner estimates is 

the industry leader in providing both IaaS and PaaS solutions. This 

full-featured combination of managed and unmanaged services 

allows to create, deploy, and manage applications in any way to 

achieve incredible performance. 

 

To perform the tasks of analytics with predictive analytic using 

Azure Machine Learning, just need to perform the following steps: 

upload or import online any current or accumulated data, build 

and validate the model, and create a web service that uses models 

to perform quick predictions in real time. 

 

Azure ML is represented by two conceptual components: Experi-

ments and Web Services and one development tool called ML 

Studio. People who have a Microsoft (Live ID) account can work 

together in work environment with ML Studio, and they do not 

even need to pay Azure subscription to work with. 

 

Experiments can be presented as streaming configurations (data-

flow) of what developer would like to do with information and 

models. ML Studio is a web application with the clean interface 

and works well with all web browsers IE, Firefox and Chrome. 

 

ML Studio starts work by deciding which data sources need to use: 

the datasets or live data available through the Reader mechanism 

from a web page, OData, SQL Azure, Microsoft Azure, Hive or 

Azure blobs. Then, may need to perform some Data Transfor-

mation (grouping, renaming columns, merging, eliminating dupli-

cates, discretization operation). 

 

 

4. Machine learning algorithms 

4.1. SVM (Support Vector Machine) 

Support vector machine (SVM) have been shown to be highly 

effective in traditional text categorization, generally outperform-

ing Naïve Bayes [9].  They are large-margin, rather than probabil-

istic, classifiers, in contrast to Naïve Bayes. In the two-category 

case, the basic idea behind the training procedure is to find a hy-

perplane, represented by vector ~w, that not only separates the 

document vectors in one class from those in the other, but for 

which the separation, or margin, is as large as possible. This 

search corresponds to a constrained optimization problem; letting 

cj ∈ {1, −1} (corresponding to positive and negative) be the cor-

rect class of document dj, the solution can be written as: 

 

 

(1) 

 

 

 

 

 

Definition 1: where the αj ’s is obtained by solving a dual optimi-

zation problem. Those ~dj such that αj is greater than zero are 

called support vectors, since they are the only document vectors 

contributing to ~w. Classification of test instances consists simply 

of determining which side of ~w’s hyperplane they fall on. 

 

It is convenient to illustrate the idea of the method by the follow-

ing simple example: points are given on the plane divided into two 

classes (Fig. 1). Draw a line separating these two classes (the red 

line in Fig. 1). It belongs to a classification-type algorithm. The 

algorithm will split the data points using a line. This line should be 

as far from the nearest data points in each of the two categories. 

Further, all new points (not from the training sample) are automat-

ically classified as follows: 

 

 
Fig. 1: The point above the line is in class A, 

The point below the line is in class B. 

4.2. Naïve Bayes classifier 

The Naïve Bayesian classifier is one example of the use of vector 

analysis methods. Naïve Bayes is one of the most frequently used 

classifiers, because of comparative simplicity in implementation 
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and testing. At the same time, the Naïve Bayesian classifier 

demonstrates not the worst results, in comparison with other, more 

complex classifiers. The Naïve Bayesian classifier is based on the 

Bayes theorem: 

(2) 

 
 

 

 

 

Definition 2: P(A|B) is the posterior probability of class (target) 

given predictor (attribute). P(A) is the prior probability of class. 

P(B|A) is the likelihood which is the probability of predictor given 

class. P(B) is the prior probability of predictor.   

 

A Naïve Bayesian classifier is a family of classification algorithms 

that accept one assumption: Each parameter of the classified data 

is considered independently of other class parameters. Parameters 

are called independent when the value of one parameter does not 

affect the second one. The theorem allows us to predict a class 

based on a set of parameters using probability.  

            

   (3)  

 

 

 

 

 

 

Definition 3: The equation finds the probability of class A, based 

on parameters 1 and 2. The probability of class A on the basis of 

parameters 1 and 2 is a fraction. 

5. Problem context 

The first problem of sentiment analysis is the Challenges in Multi-

lingual Sentiment Analysis [10, 11]. This is due to the complexity 

of compilation and the large amount of data obtained. Work on 

multilingual sentiment analysis has mainly addressed mapping 

sentiment resources from English into morphologically complex 

languages.  

The second problem that defines in [10] is Sentiment in Figurative 

Expressions. The data in the dictionaries are divided into positive 

and negative context. System can analyze many sources, but some 

phrases and words would sound innocuous. In fact, their real 

meaning will be unnatural and illegal. Figurative expressions in 

text, by definition, are not compositional. That is, their meaning 

cannot fully be derived from the meaning of their components in 

isolation. There is a growing interest in detecting figurative lan-

guage, especially irony and sarcasm. Another problem is the regu-

lar updating of the dictionary [12, 13]. 

6. Implementation 

6.1. Training dataset 

The data used in this experiment is Sentiment140 dataset, a pub-

licly available data set created by three graduate students at Stan-

ford University [14, 15]. The data comprises approximately 

1,600,000 automatically annotated tweets. 160,000 rows were 

extracted to use as the dataset. Positive and negative tweets are 

equally distributed. 

6.2. Cloud 

The Azure Machine Learning is a cloud-based service for per-

forming predictive analytics. The service is represented by two 

components: Azure ML Studio and Azure ML web services. Mi-

crosoft Azure Machine Learning Studio is a collaborative, drag-

and-drop tool that developers can use to build, test, and deploy 

predictive analytics solutions on data. Machine Learning Studio 

publishes models as web services that can easily be consumed by 

custom apps or BI tools such as Excel. Projects in Azure ML Stu-

dio are called experiments. Experiments can be represented as 

streaming configurations (data-flow) of what the developer would 

like to do with information and models. As an Azure ML data 

researcher, developer focus on experiments and can spend all the 

time in ML Studio, only doing re-engineering experiments, chang-

ing parameters, algorithms, validation criteria, periodically mak-

ing changes to data, and so on. The interface looks clean, nice and 

works well not only in IE, but also in Firefox and Chrome. In 

addition, the developer can use R inside Azure ML. Azure ML 

contains enough packages for comfortable work with R. Accord-

ing to the research above, Azure ML is suitable environment for 

this project since the project is cloud based and supports R. Cloud 

Infrastructure can be used on any OS or browser. 

6.3. Testing 

The Accuracy test is calculated as the ratio of all successful pre-

dictions to the total number of elements in the set: (True Positive 

+ False Negative) / Total numbers. For 80,000 positive and 80,000 

negative tweets in dataset (70% - training dataset, 30% - testing 

dataset). Each training and test sets contains the same number of 

positive and negative tweets. Precision is evaluated by checking 

how consistent results are when measurements are repeated. Pre-

cise values differ from each other because of random error, which 

is a form of observational error.  

 
Table 1: Accuracy and precision results 

Text preprocessing Yes No 

Algorithm SVM NB SVM NB 

Accuracy 76,7% 77% 80,2% 88,6% 

Precision 75% 76% 79,4% 88,1% 

 

Precision refers to the closeness of two or more measurements to 

each other. Precision and recall are metrics that are used for evalu-

ating information extraction algorithms. The accuracy of a system 

within a class is the proportion of documents belonging to a given 

class relative to all documents that the system has assigned to this 

class. The completeness of the system is the proportion of docu-

ments found by the classifier belonging to a class relative to all 

documents of this class in the test set. Precision is independent of 

accuracy. System can be precise but inaccurate, also be accurate 

but imprecise. 

7. Conclusion  

Problem regarding to [3] can be solved or at least reduced by im-

plementing system that has been trained on the same data source 

as the input data. The research shows a significant increase in 

accuracy when specific tool is used for specific data or task. The 

creation of a universal system that can accurately determine the 

data from any source is so far unlikely. For the second problem, 

additional type of data in training dictionary can lead to the over-

fitting. Overfitting is the production of an analysis that corre-

sponds too closely or exactly to a set of data and may therefore 

fail to fit additional data or predict future observations reliably. 

Specific training dataset for the specific data analyzation produce 

enough features to ensure that such expressions do not significant-

ly affect the result of the analysis. 

 

As previously thought Messages in social networks contain infor-

mation that is not needed for the sentiments analysis: links, user 

names and hashtags. This research has shown that for the analysis 

of tweets it is necessary to consider all kinds of data without pre-

liminary preprocessing of the text. It is also not recommended to 

preprocessing the training dictionary when the system is being 

used only for specific data recourse. The researcher suggests im-

plementing unsupervised model for text message normalization 
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explained in [17]; this method could provide more accurate pre-

processing. 

To improve the estimation of the efficiency of algorithms, it is 

supposed that it should be supplemented with elements of linguis-

tic analysis. The research [12, 16] shows that the best results are 

achieved by combining linguistic and statistical approaches. More 

advanced methods of deep learning predicting behavior and game 

theory discussed in [18, 19]. To classify sentiments for multi-

language, the research [20] provides a solution for multi-language 

sentiment classification. 
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