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Abstract 
 

In the current era, the power consumption increases as per increased demand. So it creates the necessity to reduce power consumption 

wherever feasible.  Due to the flexible nature of bandwidth allocation and efficient spectral design, elastic optical networks (EONs) are 

leading transmitter of traffic data. To ensure the seamless flow of these traffic data, network survivability is the quintessential require-

ment. In order to achieve the high level of survivability, dedicated path structures due to fast switching time are utilized with additional 

backup resources. The power consumed by these backup resources is also increased. Shortest path routing (SPR) is the prominent meth-

od applied to achieve power efficiency in EONs against single link failure. Power efficient dedicated path protection with optimized 

power routing (OPR) in single link failure is elaborated in this paper to resolve the power saving issues. An Integer Linear Programming 

(ILP) model is formed to optimize the required power that needs to concern the optimized power path and power efficient dedicated path 

allocation. The maximum network components that are in an idle state switch into sleep / off mode optimizes required power. The evalu-

ation results strongly illustrate that applied OPR improves power saving during low traffic than SPR with the dedicated path protection. 

In addition, overall required power saturates when there are enormous traffic demands. 
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1. Introduction 

In recent times the power saving with optimal use of network 

components has experienced a lot of research attention in elastic 

optical networks (EONs). Nowadays, a large number of services 

are relying on telecommunication networks. The power require-

ment is growing because traffic demands are increasing. Since 

2007 the power requirement by telecommunication networks ob-

serves 10% growth yearly [4].  A survey of 2007 reveals that 5.5% 

of total power is consumed by internet alone [5]. Survivable green 

EONs need to consider both survivability and power consumption. 

Therefore power saving method is proved to a vital part of EONs 

which can be achieved by optimized power routing (OPR). Protec-

tion scheme serves spectrum allocation efficiency. Due to the 

absence of power conscious optimization spectrum efficiency may 

increase power consumption. In EONs, power efficiency can be 

achieved by power efficient solution.  International Telecommuni-

cation Union grid has specified fixed bandwidth channel for con-

ventional wavelength division multiplexing (WDM) networks. 

The fixed bandwidth channel is referred to as fixed grid or fixed 

spectral band. The capacity of a fixed spectral band (e.g., 50 GHz) 

is underused as traffic demand is lesser, leading to large amount of 

capacity wastage [22]. The modern telecommunication networks 

become more flexible, efficient and scalable with advanced optical 

networking [12]. The fixed spectral band is divided into the nar-

row spectral band that enhances the elasticity of WDM optical 

networks category. Here the fixed spectral band of 50 GHz and the 

narrow spectral band of 12.5 GHz are reviewed [6]. 12.5 GHz 

spectral band referred to as frequency slots. In EONs, the con-

straints of the requirement of the same group of frequency slots 

must be used on all the links crossed by the route of demand pair 

is referred as spectrum continuity and the requirement that all 

frequency slots allocated to the route of demand pair must be ad-

jacent is referred as spectrum contiguousness [17]. In OPR, some 

spans become most used, and some spans remain empty because 

of already activated spans are preferred for routing of traffic de-

mand. The maximum number of the channels in the WDM net-

work is limited, but some spans require more the number of chan-

nels than the limit due to OPR [23]. In WDM networks, there is 

capacity wastage due to the fixed spectral band. OPR in EONs 

utilizes the capacity wastage that increases the number of the 

channel with advances in optical component technology [3]. They 

(EONs) are beneficial due to their better spectrum utilization, 

flexibility in bandwidth assignment [8]. Here, EONs are fulfilling 

the desired aspect of exponentially growing traffic demands. In 

EONs, the channel with the desired spectral band is formed by 

combining a group of contiguous slots in the state of using the 

channel of a preset fixed spectral band. It improves the elasticity 

of spectral band allocation which reduces capacity wastage result-

ing in improved overall spectrum frequency usage [2]. In this 

context survivability is based on dedicated path protection against 

single link failure which requires additional resources and power 

also [14]-[16]. The dedicated path is a basic technique used for 

network protection in which each demand pair has dedicated 

backup paths disjoint to its primary path in advance. It is preferred 

in case of single link failure due to fast switching time [22]. For 

this improved elastic optical networks, both survivability and 
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power efficiency are important aspects. There is a need to resolve 

both simultaneously. When survivability is on focus, more redun-

dant resources become active leading to more power consumption 

[12]. When reducing power consumption is the target, the resili-

ence of a network become vulnerable, which emphasis maximum 

the network component that was not used by the routing of traffic 

demands to switch off. Therefore, both have inverse nature with 

one another. In EONs, minimization of power consumption can be 

obtained by optimizing these network devices applying different 

techniques. In this paper the power optimization with the OPR and 

power efficient dedicated path protection is investigated in elastic 

optical networks. An ILP model is proposed to minimize the pow-

er consumption and improve the power efficiency with the OPR 

and power efficient dedicated path protection. Simulation results 

shows that the OPR and power efficient dedicated path protection 

can save power consumption, improve the power efficiency and 

reduce the required spare capacity compared to shortest path rout-

ing. The two elastic optical network components bandwidth varia-

ble cross-connects (BV-OXCs) and Erbium-doped fiber amplifiers 

(EDFAs) are considered for the study of power consumption in 

this paper. 

The remaining part of the paper is adjusted as follows. The dedi-

cated path protected EON with power efficiency is discussed in 

Section 2. Routing algorithm is discussed in Section 3. Power 

efficient ILP optimization model in EONs is developed in Section 

4. Simulation and results are analyzed in Section 5. Lastly, the 

conclusions are summarized in Sections 6. 

2. Power Efficient 1:1 Dedicated Path Protec-

tion 

In elastic optical networks, power efficient 1:1 dedicated path 

protection is explained with the help of Fig. 1. Allotted FS 2-3 of 

traffic demand traverses primary path (1-5-4). There are two dedi-

cated paths (1-2-3-4) and (1-6-7-4) are rendered in the network 

with additional resources.  The failure of the primary path (1-5-4) 

affects allotted FS 2-3 of traffic demand. The affected traffic de-

mand of the primary path can be protected by one of the dedicated 

paths (1-2-3-4) and (1-6-7-4).  

 

 
Fig. 1: Power efficient dedicated path protection in elastic optical network. 

 

After routing of all traffic demands, in order to provide protection 

by the dedicated path (1-2-3-4) that involves one sleep link (3-4)  

while by the dedicated path (1-6-7-4) that includes two sleep links 

(4-7) and (6-7). When the failure occurs, the dedicated path can 

recover by switching from sleep to active. When the failure occurs, 

the dedicated path can recover by switching from sleep to active. 

The dedicated path (1-2-3-4) can restore by one link from sleep 

into active while the dedicated path (1-6-7-4) can also restore by 

two links from sleep into active. The dedicated path which has 

minimum number of sleep span saves maximum power and makes 

that dedicated path power efficient. The power efficient dedicated 

path utilizes traffic demands routed network components. The 

failure of the primary path (1-5-4) of traffic demand is recovered 

by using the dedicated path (1-2-3-4) considering power efficiency. 

A single dedicated path can recover the failure of primary path (1-

5-4) of traffic demand having FS 2-3 because of the spectrum 

contiguousness requirement restricts FS 2-3 for splitting onto dif-

ferent dedicated path [18]-[20]. 

3. Routing algorithm 

Transmission of data from origin to final destination is termed as 

Routing algorithm. Shortest path routing and optimized power 

routing are the two kind of routing this paper deals with. A short 

description about both of them is given below.  

3.1. Shortest path routing (SPR) 

There may be the possibility that for a certain path from origin 

node to destination node, data can be sent through combination of 

different intermediate span. The routing of demand pair from 

origin node to destination node follows as minimum as possible in 

length of path is referred to as shortest path routing. It means 

shortest path length is mostly selected for a given demand pair to 

establish the connection. This shortest path can be found out by 

Dijkstra's algorithm [21]. 

 
Fig. 2: Shortest path routed traffic demands. 

3.2. Optimized Power Routing (OPR) 

Low power consumption by Optimized Power Routing (OPR) 

is the factor which makes it different from conventional shortest 

path routing (SPR).  

 

 
Fig. 3: Optimized power routed traffic demands. 

 

Since, elastic optical networks have sufficient capacity or frequen-

cy slots, this algorithm only ensures that connection is established 

through those network components which are already in active 

mode. In turn, switch other components having the idle state into 

sleep / off mode. Consequently savings more power than SPR. 

The ILP model is proposed to optimized power for routing the 
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working demand between each demand pair. The OPR utilizes a 

route for working demand between each demand pair through 

most used path. The spans and nodes are idle in the network are 

put into sleep / off according to their requirement in the protection 

path. If they are used in the protection path then sleep mode oth-

erwise off mode [9]-[11]. So, power saving by optimized power 

routing is ensured as shown in Fig. 3. 

4. ILP optimization model 

The optimization is done with the ILP formulation to design net-

work. The ILP model is formulated to minimize the required pow-

er in EONs with OPR and dedicated path protection. Two network 

components, BV-OXCs, and amplifiers are considered for the 

study of power requirement. This ILP model uses sets, parameters, 

and variables as follows. 

Sets: 

S: Set of network spans indexed by j. 

N: Set of network nodes indexed by n.  

D: Set of network demand pairs indexed by r. 

P: Set of network dedicated paths indexed by p. 

Pi: Set of eligible dedicated paths between demand pair r, each of 

which are disjoint with primary path. 

Di: Set of demand pairs that shares link i by their working paths. 

Parameters: 

: The number of frequency slots (demand) required for demand 

pair r. 

: In active mode, an amplifier (Erbium-doped fiber amplifi-

er) consumes power in Watts.   

: In sleep mode, an amplifier (Erbium-doped fiber amplifi-

er) consumes power in Watts.   

: A binary 1 for those span having working; 0 otherwise. 

: A binary data that equals 1 if dedicated path p crosses span j; 

0 otherwise. 

: The parameter in the case of active node n equals 1, and in 

case of sleep node n equals 0.1. 

: Span j requires amplifiers in number. 

Variables: 

: Equal to 1 if eligible dedicated path  ( ) of demand 

pair r is chosen for protection lightpath; 0, otherwise. 

: Number of spare capacity for dedicated path p. 

: Span j requires spare frequency slots for protection. 

c: The maximum index of frequency slots assigned on network 

links. 

: When reserved spare on span j needed equals 1, not needed 

equals 0. 

: When span j is in the state of sleep equals 1; otherwise 0. 

: Network components (BV-OXCs and amplifiers) consume 

total power. 

The objective of ILP is to Minimize:  

                                                                                                 (1) 

Constraints: 

                                                   (2) 

                              (3) 

                                          (4) 

                                                            (5) 

                                              (6) 

                                               (7) 

                                (8) 

                 (9) 

Objective (1) is to minimize the total required power consumption 

in the entire network. Due to the requirement of spectrum contig-

uousness, constraint (2) ensures that only one eligible dedicated 

path can recover the failure of corresponding primary path. Con-

straint (3) ensures that dedicated path p has sufficient capacity for 

protection and can restore the primary path between demand pair r 

after the failure. Constraint (4) determines the total additional 

frequency slots on the spans are reserved for making all the dedi-

cated paths. Constraint (5) says that the total number of frequency 

slots (spare capacity) on any span j should always be lesser than 

the maximal FS index. For example, c value of 20 (i. e., 0-19) 

would be required if the largest FS index in the entire network is 

19. Constraint (6) ensures that total working demands on span j by 

demand pairs should always be lesser than the maximal FS index. 

Constraint (7) shows the identification of spans those are used by 

protection path. Constraint (8) affirms the sleep spans which are 

used by dedicated path protection but not used by the routing of 

traffic demands. Constraint (9) estimates the total power consump-

tion by BV-OXCs and amplifiers in active/sleep mode. 

5. Simulation and results 

ILOG CPLEX 12.6.3.0 is used to perform the simulations for 

optimized results. Intel Core i5 including 4 GB RAM and 2.4 GHz 

CPU is utilized to solve the equation of ILP formulation. The net-

work topology includes (1) as presented in Fig. 4(a), 8n11s net-

work and (2) as presented in Fig. 4(b), 14n 21s (NSFNET) net-

work are considered to evaluate the performance by running the 

simulations with OPR and SPR. The traffic demand of each de-

mand pairs is taken random with non uniform distribution of defi-

nite range [1, 5] frequency slots. Full spectrum conversion is as-

sumed in ILP Model to optimize power consumption considering 

the optimized power path allocation and dedicated path protection 

capacity. Table 1 presents the evaluated results considering power 

efficient routing and protection. The word spare capacity and addi-

tional resource are interchangeable. 

 
                  (a) 

 
                                                               (b) 
Fig. 4: Network topology used in simulations (a) 8n11s network (b) 14n 

21s (NSFNET) network. 
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Table 1: For two networks total spare capacity, maximum frequency slot 

index and required power comparisons with SPR and OPR 

Networks 8n11s 14n21s 

(NSFNET) 

Total Spare Capacity SPR 34 41 

OPR 24 34 

Maximum Frequency 

Slot Index 

SPR 9 7 

OPR 9 9 

     Required Power 

(in Watt) 

SPR 16830 31012 

OPR 15030 25872 

% Decrease 10.69 16.57 

 

When comparisons of additional resources with SPR and OPR are 

made that indicates the OPR requires fewer resources as compared 

to SPR presented in Fig. 5. The reason behind the reduction of 

spare capacity is some shortest paths that OPR does not use are 

utilized for dedicated path protection. In SPR, no shortest paths 

are used for dedicated path protection. While comparing the max-

imum frequency slot index with SPR and OPR that shows maxi-

mum frequency slot index used by the OPR is large or equal as 

compared to SPR in Fig. 6. Further, the required power is com-

pared with SPR and OPR presented in Fig. 7.  The OPR always 

require less power as compared to SPR. In Table 1, the required 

power is quantified. The power saving of 10.69% is achieved for 8 

node 11 span and 16.57% for 14 node 21 network with OPR, 

which makes OPR more power efficient than SPR. 

 

 
Fig. 5: Spare capacity performance. 

 

 
Fig. 6: Maximum frequency slot index. 

 
Fig. 7: Required power performance. 

 

6. Conclusion  

 
A new OPR is proposed in EONs considering 1:1 dedicated path 

protection. An ILP optimization model is formed to reduce the 

total required power by BV-OXCs and amplifiers. The evaluation 

results show that the OPR needs less total power as well as spare 

capacity but larger or equal maximum frequency slot index as 

compared to the SPR. It concludes that there is a decrease in the 

required power with better spare capacity efficiency at the cost of 

increase maximum frequency slot index when the traffic is low. 

The routing saves the major part of the required power to improve 

the power efficiency. The protection also saves power to reduce 

the required power. Combined routing and protection has mini-

mized total required power to improve better power efficiency. 
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