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Abstract 
 

The K-Means clustering algorithm is an unsupervised data mining technique and it has also been used widely to solve the problem in real 

life. This paper addresses a design analysis of the algorithm of K-Means that is implemented in the field programmable gate arrays 

(FPGAs). These devices are integrated circuits and have a hardware platform and applied in many implementations. The K-Means clus-

tering algorithm has a simple method that is choosing objects from data to become the center point or centroid and then assign each ob-

ject to the cluster which is nearest and update the cluster means. The approach of the software can also be implemented in the hardware, 

but both of them have a different method in programming.    
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1. Introduction 

The clustering is a classification of some objects into different 

groups or in other words, it could be said that the partitioning of 

some data sets into subsets. So ideally the data in each subset have 

the same common characteristics. The clustering has applied in 

unsupervised learning application, data mining, object tracking, 

pattern recognition, image quantization, etc. There are two types 

of clustering namely partitioning and hierarchical clustering. The 

partitioning clustering is data object sets those separate each other 

in a universal set so the data object exists in one subset while the 

hierarchical clustering is a group of nested clusters structured as a 

hierarchical tree. The hierarchical clustering consists of a single 

link and complete link, while the partitioning clustering contains 

square error, graph-theoretic, mixture resolving, and mode seek-

ing. The mixture resolving is an expectation maximization, where-

as the square error is a K-Means [1]. 

The K-Means clustering algorithm is an unsupervised data mining 

technique and has been used to solve the problem in real life. This 

paper presents a design analysis of the algorithm of K-Means that 

is implemented in the field programmable gate arrays (FPGAs). 

The FPGAs have a hardware platform and applied in many im-

plementations. It can also be reconfigured by the hardware-

platform design entries using hardware description language 

(HDL) or schematic [2]. The aim of this clustering is grouping the 

objects within a similar to one another and different from the other 

object groups. So the K-Means clustering algorithm has a centroid 

or center point of the cluster and each point is assigned to the clus-

ter with the closest centroid. The number of clusters, , must be 

defined and specified. 

In the aspect of the FPGAs’ implementation always has a thread-

off using this algorithm. One of the examples is the implementa-

tion of the FPGAs applied in different heterogeneous devices. It 

showed that the combination between both symmetric multipro-

cessing (SMP) and graphical processing unit (GPU) is powerful 

than a combination between SMP and FPGA. But the GPU can’t 

improve the best SMP, while the FPGA can manage the data 

movements and decoupling accelerator computation and commu-

nication [3]. The combination of software and hardware could 

accelerate the process in a heterogeneous system for big data [4]. 

The K-means implementation using FPGAs in the heterogeneous 

computer cluster has shown an efficient performance and autono-

mous data movement between multiple FPGAs [5].      

2. Algorithm of K-Means 

The basic of the K-Means algorithm is grouping objects based on 

a minimum distance of centroids. The initial centroids are usually 

chosen randomly so the clusters could have resulted in many vari-

ations and different centroid when it has run. The centroid is 

commonly a mean of the point in the cluster. The closest values or 

features in point 2 can be measured using some approaches such 

as a correlation, Euclidean distance, cosine similarity, etc. The 

points will converge using those similarity measures in this algo-

rithm. The equation of the Euclidean distance, , could be written 

as pointed in (1). 
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where i is the iteration and ,  are point values. To update the 

centroid point, , can use the equation (2) in calculating the cen-

troid of the n-dimensional. 
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where  is the number of clusters. For evaluating the K-Means 

clusters, it could employ the sum of squared error (SSE), , as 

pointed in (3). For each point, it could be calculated the error us-

ing this equation. The error, in this case, means the distance to the 

nearest cluster. 
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where  is a cluster, i is corresponding to the mean/center point 

of the cluster and  is the distance. To reduce the SSE, it can in-

crease the numbers of the clusters. K-Means algorithm has a limi-

tation when the clusters have differences on densities, sizes, and 

shapes. 

There are two main steps in applying the K-Means clustering algo-

rithm which are assignment and update steps [6]. The pseudo-code 

of this algorithm can be written shortly as below, 

1. Input: ,  

2. Output: a group of  clusters 

3. Method: choose  objects from  as the centroid 

4. Repeat: 

a. assign each object to the cluster which is near-

est 

b. update the cluster means 

5. Until no change; 

The design of the K-Means can be depicted as figure 1. 

 

 
Fig. 1: Flowchart of the K-Means 

3. Methodology for K-Means Algorithm 

Hardware Implementation 

Many hardware engineers realize that the software development 

lifecycle can be applied to the FPGA development that is a hard-

ware-platform [7]. The implementation of the FPGA-based is 

always mirroring to the software development but both of them 

have a different method [8]. Not in that case only, but hardware 

engineers have also realized many functions those could be han-

dled by microprocessors (P) are also capable of transferring to 

the FPGAs. The implementation of the K-Means clustering algo-

rithm has been implemented to process many different datasets for 

a server problem. The result has provided about more 50x speed-

up than using a software model [9]. The methodology for this 

implementation starts with finding the minimum distance of the 8 

input data and thus applying the comparator blocks to make com-

parison each other with the centroids then the data will be output 

to the appropriate clusters. Every input of data, it will process like 

that. The data results are classified into 2 outputs i.e. cluster1 and 

cluster2. 

For large data sets that the FPGAs couldn’t handle it in the inter-

nal storage memory. The global design of the K-means in this 

paper used FPGA Xilinx Artix7. The main circuitry system de-

signed using VHDL code consists of comparators. These compo-

nents are designed separately and invoked using component 

VHDL code. So it is more simple to detect the error. A clock that 

has been applied in this design is using 50 MHz or 20 ns as this 

FPGA Xilinx development board has. This design is shown in 

Figure 2. 

 

 
Fig. 2: The design of the K-Means 

 

Figure 2 shows the design of the modular, the components work 

as the functions. The work principals of this system are initialized 

with entering 3 inputs i.e. 2 centroids and 1 data with 8-bits. Each 

input is 1 byte and it is using a random signal input. After choos-

ing 8-bits of input signals, each comparator will choose signals as 

the minimal value that represents as the closest distance. This 

comparison is always done to group it to the closest value with 

each centroid. The principle of this design can be shown in figure 

3. 

 
Fig. 3: The diagram of the K-Means 

4. Result and Discussion 

The design of the K-Means that has been made consists of inputs 

and outputs. The input ports consist of two centroids, 1 input data, 

while the output ports consist of 2 clusters. The ports of the K-

Means design are depicted as figure 4. 
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Fig. 4: The design of the K-Means 

In the design using very high speed integrated circuit hardware 

description language (VHDL), the warning indicator should be 

noticed. As in this design, the warning notification has emerged as 

a latch. The latch in the design could make an unstable output 

signal. Some error in the placement of the signal in the process is 

also warned when it uses the sensitivity list. The latch error could 

be handled by placing an initial value "00000000" on the output 

ports. The register transfer logic (RTL) for this design is shown in 

figure 5. 

 
Fig. 5: RTL of the design of the K-Means 

The ports of centroid1 and centroid2 are used to make the data 

will be clustered. In this design, the cluster placement uses two 

types i.e. cluster1 and cluster2. This concept is using a comparison 

between two signals those are handled by the centroids. While the 

waveform of the design of the K-Means is shown in figure 6. 

 
Fig. 6: The waveform of the design of the K-Means 

Figure 6 uses clock 20ns and the time needed before the data sig-

nal execution is 5ns. In the sensitivity list, the initial cluster should 

be valued by "00000000". The centroid and data in the design 

must be compared then the data will be chosen to be clustered in 

one of the two clusters. The model is very simple and it needs 

more skills in VHDL programming. 

In macro statistics, the design is only consuming comparator and 

multiplexer. There are two types of comparators which are com-

parator equal and comparator greater. While for the 8-bits design 

of the K-Means it is only used one of the 2-to-1 multiplexers. 

There is a delay about 4.945ns when it is used at the source of 

centroid2 to the destination of cluster1. The total memory usage of 

making the 8-bit design of K-Means is taking a size of 344672 

kilobytes. While the floorplan of this design is shown in figure 7. 

 
Fig. 7: The floor plan of the design of the K-Means 

A consumed time that is needed to run this design is about 13 

seconds of real-time and 12.78 seconds of CPU time. The time 

used in running the logic and route is about 4.945ns which con-

tains 0.777ns logic (15.7%) and 4.168ns route (84.3%). The con-

sumption of components used in this design is shown in table 1. 

 
Table 1: Device utilization summary 

No. 
Component Consumptions 

Component Names Numbers 

1 Slice LUTs 48 out of 63400 

2 LUT Flip Flop pairs 48 out of 48 

3 Bonded IOBs 40 

5. Conclusion  

In making the design of the K-Means clustering algorithm in the 

hardware platform that is using K=2 and 8-bits inputs, whereas the 

outputs are clusters in 8-bits, there are no asynchronous control 

signals found in this design and the maximum combinational path 

delay is about 4.945ns. The design synthesized is only using 7 

comparators and 14 multiplexers. Time consumed by this design 

is about 4.945ns. Future work for this design can be combined 

with the design of the hardware-based database for its clustering 

and also can be developed in making a dynamic K-means.   
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