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Abstract 
 

Data mining can be characterized as the extraction of certain, already un-known, and conceivably valuable data from information. Vari-

ous analysts have been creating security innovation and investigating new techniques to recognize digital assaults with the DARPA 1998 

dataset for Intrusion Detection and adjusted renditions of this dataset KDDCup99 and NSL-KDD, yet as of not long ago nobody have 

inspected the execution of Top information mining calculations chose by specialists in information mining. The execution of these calcu-

lations are contrasted and precision, blunder rate and normal cost on changed renditions of NSL-KDD prepare and test dataset where the 

occasions are ordered into typical and four digital assault classes: DoS, Probing, R2L and U2R. Furthermore, the most vital highlights to 

identify digital assaults in all classifications and in every classification are assessed with Weka's Attribute Evaluator and positioned by 

Information Gain. The goal of this paper is to estimate the performance of classification models like logistic regression, artificial neural 

networks and support vector machines for predicting intrusions and these techniques are examined to improve the accuracy and perfor-

mance of these models on KDDCUP dataset. The predictive models are developed using 42 input variable and 23 output variables from 

the attack set. We examined these data mining models in terms of their accuracy, sensitivity, specificity and FAR.  The regression model 

achieved an accuracy of 99.62%, sensitivity is 99.01%, and specificity is 92.18% with a FAR of 7.82. The Multilayer perceptron (ANN) 

model achieved an accuracy of 99.62%, sensitivity is 99.01%, and specificity is 91.03% with a FAR of 8.97. The last model Support 

vector machine model achieved an accuracy of 99.62%, sensitivity is 99.01%, and specificity is 88.00% with a FAR of 12.00. The logical 

regression model had the better false alarm, sensitivity and specificity, followed by the Multilayer perceptron model and the support vec-

tor machine model. The most imperative highlights to distinguish digital assaults are essential highlights, for example, the quantity of 

seconds of a system association, the convention utilized for the association, the system benefit utilized, ordinary or mistake status of the 

association and the quantity of information bytes sent. The most vital highlights to distinguish DoS, Probing and R2L assaults are essen-

tial highlights and the minimum critical highlights are content highlights. Dissimilar to U2R assaults, where the substance highlights are 

the most imperative highlights to identify assaults. 
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1. Introduction 

The customary events of the world are in need of speedy access 

and processing of information. In this scenario, demand would 

increase and correspondingly larger amount of information and 

resources need to be stored in different computers with a 

necessary correlation between them. Due to the proliferation of 

systems and increased network connection, the illicit access and 

interfering of data would be aggravated. Consequentially, a virtual 

access path would be created to unauthorized users in the 

networks. Normally, intruders have an ability to determine the 

flaw in systems or networks and take advantage of them for 

misusing them.  

Access controls and protection procedures are not adequate for the 

compromised and inside threats. To recognize the intruders and 

intrusions is the absolute elucidation to shield systems and 

networks. So, the intrusion detection systems should not only 

identify threats and also to monitor the attempts made by 

intruders. 

A trustworthy structure should secure its resources and data from 

unauthorized access, tampering, and a denial of use. The function 

of any computer network system should have some expected level 

of trust and confidence. For each and every system, the protection 

policy is to be formulated based on the predictable performance. 

Normally, the computer security is based on the realization of the 

following factors in a computer machine. 

• Sys_Confidentiality – It is the measure, to check whether the 

information is going to be accessed only by authoritative 

people.  

• Sys_Integrity – The status of information should not alter in 

any malicious manner. 

• Sys_Availability – Computer systems should function without 

the degradation of admittance and to allocate resources to 

genuine users when they need it. 

In general, an intrusion is described as a sequence of events that 

tries to negotiation the confidentiality, integrity violation and 

denial of resources. Anderson (1980) defined an intrusion as the 

impending opportunity of an intentional unauthorized attempt to 

right to use information, influence information, or make a system 
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untrustworthy. So, an intrusion is an attempt to break or violate 

the security policy of the intrusion detection system.  

An Intrusion Detection System (IDS) was commercially introduced 

in the year 1990. It behaves like a burglar alarm which detects any 

kind of invasion and triggers alarms like audible, visual or messag-

es like e-mail. The IDS is mainly used to protect the machine from 

the intruders, which may cause to generate an attack or abuse the 

system, in order to detect new attacks and to deal with known at-

tacks, the attack database has to be updated periodically and it 

should be documented. But the mechanism should have low false 

alarms while ensuring the detection of invasion. Intrusion detection 

systems are appropriate everywhere to defense current networks 

and no complete and systematic methodology is available to test 

the effectiveness of these systems. Though there are various ap-

proaches, they are relatively ineffective in the classification and 

alarm rate dimensions. The Data mining based misuse detection 

methods have been effectively used in the network intrusion detec-

tion systems. Because of their extensive capabilities of discovering 

new attacks. 

2. Classifier Model with Logistic Regression 

The Misuse attack dataset has been supplied to the logistic regres-

sion model. The dataset consisting of 5857 instances with 41 at-

tributes. The pseudo code for logistic regression is shown in figure 

3.1 and it is used to find edge based estimation. Let there are k 

classes for m instances and n attributes, the attribute matrix M is 

going to be calculated by using  n*(k-1) matrix. The elementary 

equation of a generalized model can be represented as 

lk (E(x)) = α + βy1 + γy2 --- (3.1) 

Here, lk () is the linkage function, E(x) is anticipation of target 

variable and the linear predictor can be generated by using α + βy1 

+ γy2. The role of linkage function is to connect the expected val-

ues of x with other values by using the linear predictors α, β and γ. 

The linear relationship between dependent and independent varia-

bles can be represented as, here ‘Attack’ is dependent variable.  

lk(x) = β(Attack) + βi --- (3.2) 

The linkage function, ‘lk()’ is established using primarily two 

things, First one Probability of Success (p) and the second one 

probability of Failure (1-p), and the criteria for p is either p>=0 or 

p<=1. To get the logistic regression results, we have to satisfy 

both the conditions. The probability of having an attack can be 

predicted by using the following equation 

p = e^(βi + β(Attack)) --- (3.3) 

To get the probable value less than 1, we must split the probability 

value p by a number higher than p, and it is represented as, 

p = e^ (βi + β(Attack)) / e^(βi + β(Attack)) + 1--- (3.4) 

Redefine the probability using equations (3.2), (3.3) and (3.4) as: 

p = (e ^ x/ 1 + e ^ x) --- (3.5), 

Here p is the probability of success and probability of failure can 

be represented as 

q = 1 - p = 1 - (e ^ x/ 1 + e ^ x) --- (3.6),  

Where q is the probability of Failure. The linkage function can be 

derived by applying logarithmic function and the derived equation 

of (d) and (e) as 

Log ( p/1-p) = x = β(Attack) + βi --- (3.7) 

The equation (f) is used in logistic regression. 

3. Classifier Model with Artificial Neural 

Networks 

A Multilayer perceptron is a classifier meant for linear activity. It 

classifies the given input into two groups with a straight line. In-

put value is characteristically a feature vector indicated as 

“x” multiplied with its weights values say “w” and the resultant is 

added to a bias value “b” as b:y=w*x + b.  

A Multilayer perceptron generates a distinct output depends on a 

number of real-valued inputs by forming a linear arrangement by 

means of its input weights, and the process can be represented 

mathematically as follows in equation 4.1, where the value 

“w” represents the weight of a vectors, the vector of inputs is i, 

and the bias value b. 

 

                (4.1) 

Neural network techniques have been largely used for intrusion 

detection in view of the fact that these techniques are does not 

have need of more parameters to get optimized result. In the neu-

ral networks method, initially N data samples were given to input 

layer and it tries to predict the behavior of next sample using first 

N samples, and it is considered as output. This paper essentially 

deals with the Multilayer Perceptron Neural Network model for 

host based intrusion systems using log files, which are generated 

by a personal computer. 

MLP method is categorized into Feed Forward Neural Network 

and Back Propagation Neural Network. This method contains a 

total of three layers namely, the hidden layer, an input layer and an 

output layer. In this training dataset, each data point represents 

either normal or abnormal class. The abnormal data points are 

unspecified as intruder data.  

The following formulas are going to be used to measure the per-

formance of the recommended system. 

 Detection Accuracy = (TN + TP) (TN + TP + FN + FP) (4.2)  

Precision = (TP) (TP + FP) --- (4.3)  

Recall = (TP) (TP + FN) --- (4.4) 

In this experimental study, the dataset has been examined to detect 

whether there is an attack or not. The results are depicted in Figure 

4.1. The attributes duration, protocol and service is taken into 

consideration to detect network data packet is either normal or 

attack. In order to detect the type of attack, attribute protocol is 

taken into account for detecting protocol related attack. The pro-

cessed result is shown in figure 4.2. 

Fig 4.1: To check whether the captured data packet is a normal or malicious 
 

Fig 4.2: To Detect the type of Attack, using protocol 
 
An attempt has been made to use neural network based data min-

ing models on network dataset. We have taken a few earlier days 

of training and testing data from log files, which are stored in 

comma separated values design for investigational examination. 

The dataset contains 5857 records, which are described by using a 

total of 42 attributes.  

4. Classifier Model with Support Vector Ma-

chines 

Support vector Machine method is going to replaces all missing 

values and transforms the nominal attributes into numerical or 

binary values. Support vector machines algorithm also tries to 

normalize all attributes by default. Multi-class problems are 

solved using pair-wise classification.  

 

The Following Kernel functions have used for experimental study. 

The statistics like time taken to build the classifier model, accura-

cy have been compared. The kernel functions are represented 
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mathematically in the following equations. The results obtained 

for all three types of kernel functions used in Support Vector Ma-

chines are shown in Table 4.1. 

(i) The RBF kernel: Kernel (a, b) = e^-( <a-b, a-b>^2 * 

gamma) 

(ii) The polynomial kernel: Kernel (a, b) = <a, b>^p or Ker-

nel (a, b) = (<a, b>+1) ^ p  

(iii) The normalized polynomial kernel: Kernel (a, b) = <a, 

b>/ sqrt (<a, a><b, b>)  

Where <a, b> = Poly_kernel (a, b) 

Table 4.1: Classifier Results based on kernel function  

 

5. Results and Observations 

The consolidated results obtained from the above mentioned three 

classification’s techniques is shown in table 5.1, 

Table 5.1: Experimental results of comparison of all the three classifiers 

Parameter 
Logistic 

Regression 

Multilayer 

Perceptron 

Support 

Vector 

Classifier 

No. of instances classi-

fied Correctly  

2250 (77.75 

%) 

2250 (77.75 

%) 

2242 

(77.47 %) 

No. of instances classi-
fied Incorrectly  

644 (22.25 
%) 

644 (22.25 
%) 

652 (22.53 
%) 

Kappa statistic 0.1 0.1 0.0835 

Mean_absolute_ error 0.3435 0.3318 0.2253 

Root_ 
mean_squared_error 

0.4144 0.4156 0.4747 

Relative_ absolute_error 94.47% 91.25% 61.96% 

Root_ rela-

tive_squared_error 
97.20% 97.49% 111.33% 

Total Number of In-
stances 

2894 2894 2894 

Time taken to build 

model 

0.24 sec-

onds 

23.13 sec-

onds 

2.33 sec-

onds 

6.  Conclusion 

The objective of this paper is to classify the network dataset using 

the classifiers like Logistic Regression, Multilayer Perceptron and 

the Support Vector Machines. The proposed model has produced 

better results with limited resources.  
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