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Abstract 
 
Anti-phishing research is one of the active research fields in information security. Due to the lack of a publicly accessible standard test 
dataset, most of the researchers are using their own dataset for the experiment. This makes the benchmarking across different anti-
phishing techniques become challenging and inefficient. In this paper, we propose and construct a large-scale standard offline dataset that 
is downloadable, universal and comprehensive. In designing the dataset creation approach, major anti-phishing techniques from the liter-

ature have been thoroughly considered to identify their unique requirements. The findings of this requirement study have concluded sev-
eral influencing factors that will enhance the dataset quality, which includes: the type of raw elements, source of the sample, sample size, 
website category, category distribution, language of the website and the support for feature extraction. These influencing factors are the 
core to the proposed dataset construction approach, which produced a collection of 30,000 samples of phishing and legitimate webpages 
with a distribution of 50 percent of each type. Thus, this dataset is useful and compatible for a wide range of anti -phishing researches in 
conducting the benchmarking as well as beneficial for a research to conduct a rapid proof of concept experiment. With the rapid devel-
opment of anti-phishing research to counter the fast evolution of phishing attacks, the need of such dataset cannot be overemphasised. 
The complete dataset is available for download at http://www.fcsit.unimas.my/research/legit-phish-set. 
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1. Introduction 

The advancement of information technology has provided many 
benefits to our life as we are able to handle many daily works by 

using the Internet services. For example, instead of going to the 
respective service counter, people nowadays are able to pay their 
bills at any place they feel convenient and with an Internet con-
nection. However, the extension of this convenience has also 
come along with some immoral activities that are known as the 
online crimes. Online criminals always gained their illegal profits 
from their targets through the vulnerability of the Internet service, 
and one of the common online crimes is called online phishing. 

Online phishing is a security threat which combines social engi-
neering and website spoofing techniques to deceive users into 
revealing their confidential information [1, 2]. Typically, phisher 
will try to harvest online users credential such as username, pass-
words and credit card detail by masquerading as a trustworthy 
entity on the Internet [3, 4, 5]. To prevent the users from becom-
ing the victims of phishing attacks, many software vendors, re-
search institute and companies have released various anti-phishing 
techniques [6]. 

There are many survey publications related to the phishing attacks 
and anti-phishing techniques. However, according to the best of 
our knowledge, survey publication on the anti-phishing dataset is 
still unavailable. The discussions on the correlation of anti-
phishing dataset and the experimental results are still inadequate 
and not profound. Furthermore, there is a lack of a widely recog-
nised standard offline dataset which available for the research 
community to utilise. A complete package of downloadable anti-

phishing datasets is also limited. This situation has caused diffi-

culty to create a consistent condition for fair and rapid benchmark-
ing. 

This paper aims to fulfil the gap by providing a standard offline 
dataset for the anti-phishing research community. Although in a 
different field, similar works on constructing a standard dataset 
can be found in [7, 8, 9]. We will look into multiple types of anti-
phishing approaches from the past, review on their approaches and 
datasets, and identify the related anti-phishing features. This in-
sight will ensure the dataset built later to be at optimum flexibility 
and adaptable by the research community. The discussion on “how 

a good anti-phishing offline dataset should be designed” will be 
included in this paper by highlighting some of the factors that may 
influence the accuracy of experimental results. 
The remainder of the paper is structured as follows. In the next 
section, we will review some of the past anti-phishing works in 
Section 2 and discuss the dataset used in those works in Section 3. 
We will later discuss on the factors that may contribute to a good 
design of an anti-phishing offline dataset in Section 4. In Section 

5, we will discuss the construction of the offline dataset in detail 
based on the review from previous sections. The paper concludes 
in Section 6. 

2. Anti-Phishing Approaches and Features 

There are varieties of anti-phishing techniques available in the 
literature and broadly they can be divided into list-based and heu-

ristic-based approaches. Each has its own effective features to be 
utilised for the phishing detection. In this section, we will group 
and highlight the major features from the past research works 
according to their approaches. 

http://www.sciencepubco.com/index.php/IJET
http://www.fcsit.unimas.my/research/legit-phish-set
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2.1. List-Based 

According to Zhang et al. [10], blacklisting appears to be one of 
the popular techniques in the anti-phishing community. Many 
popular web browsers have integrated this technique to detect the 

phishing websites [11, 12]. In this technique, a query website is 
checked with a list (i.e., a list of known phishing URLs), which is 
compiled and maintained by some consortium or organisation. 
A method proposed by Cao et al. is one of the whitelisting exam-
ples that will maintain and store a whitelist at the client side auto-
matically [13]. Prakash et al. later introduce a more dynamic and 
flexible list-based approach, called PhishNet [14]. This method 
will generate multiple variations URLs based on the existing 

blacklist, and the generated URLs will be served as a predictive 
blacklist. Their dataset can be concluded as URL oriented, as this 
type of method only utilises the webpage URLs. 

2.2. Heuristic-Based 

Another prominent approach that draws a great attention is the 
heuristic-based approach. This approach can overcome the limita-
tion of list-based approach by avoiding the high effort in maintain-

ing the up-to-date lists. The heuristic-based approach analyses a 
query website and extract some discriminative properties as the 
features for further processing to determine the legitimacy. Since 
heuristic-based approach covers a huge range of anti-phishing 
method, it can be further categorised into content-based, URL-
based, and visual-based methods. 
A popular example of content-based method is called CANTINA 
[15]. This method calculates the Term Frequency-Inverse Docu-
ment Frequency (TF-IDF) from the content of a website and gen-

erates a lexical signature, which will later be used as the keywords 
list for search engine query. Based on the returned result, CAN-
TINA will determine the legitimacy of the query website. Xiang 
and Hong [16] later enhanced the CANTINA keywords-retrieval 
methodology by implementing the identity-based detection algo-
rithm. This method will first utilise two textual objects from the 
Document Object Model (DOM) (i.e., the title and copyright fields) 
and employ a technique called Named Entity Recognition (NER) 

to determine the identity. The main features from these methods 
(i.e., TF-IDF, DOM and hyperlinks) are retrieved via HTML 
analysis; hence the HTML file will be the major component for 
their dataset. Beside using the DOM feature to retrieve textual 
objects, it can be used in a DOM comparison technique as done by 
Cui et al. [17]. 
Another content-based method has been proposed by Liu et al. 
[18], where the method can determine the identity of the targeted 

legitimate website when a phishing webpage is detected. This 
method is based on the idea of a self-organised semantic data 
model, called Semantic Link Network (SLN). This method ex-
tracts a series of textual element like hyperlinks, keywords and 
textual contents, and then processes with different detection tech-
niques (e.g., link relation, search relation, text relation and SLN) 
to obtain the results. APG (Anti-Phishing Gateway) is a gateway-
side solution, which focuses on the path between the user’s 

browser and the server of query webpage. APG will analyse every 
URL through the gateway and selectively fetch the webpage pack-
ets, and evaluate them. Zhang et al. [19] introduce another con-
tent-based phishing detection system that is based on APG called 
BUPT-APG. This method will deploy an adaptive cosine similar-
ity to calculate the similarity between the generated template in 
the repository and the query webpage. The similarity results will 
determine the legitimacy of the query webpage. In addition, [20, 
21, 22] are the works that contribute to the content-based method, 

and the major component for their dataset would be the HTML 
file and the webpage URL. Jain and Gupta [23] proposed a con-
tent-based method that uses the hyperlinks from the source code of 
a webpage as the feature for their phishing detection algorithm. 
This is also done by Rao and Pais [24] with the addition of check-
ing for the presence of login form and iframe. 

URL-based method is also one of the most common anti-phishing 
methods in heuristic approach. For example, Ma et al. [25] publish 
a paper describing their research on identifying phishing by exam-
ining the characteristics of the URLs and website hosting informa-
tion. Garera et al. [26] introduce a method based on URL analysis 
to determine various patterns that are always exploited by phishers. 
The method utilises a logistic regression model with the extracted 
features to detect phishing URLs. The extracted features include 

page rank, domain name, URL type, and suggestive word tokens 
(e.g. signin, login). Hu et al. [27] used the popularity and perform-
ance of the web domains such as citation ranking, backlinks, and 
page rank of the web domains in their phishing detection model.  
The method proposed in [28] appears to be another interesting 
URL-based method, which utilises spelling recommendations 
from the search engine and the string similarity algorithm. Re-
cently, Sanance et al. proposed to utilise machine learning and 

web mining-based approach in an URL-based analysis phishing 
detection [29]. The method will extract a number of features from 
the URLs (e.g., textual properties, WHOIS information, page 
ranking). After that it will apply random forest and content-based 
algorithms to distinguish the phishing from the legitimate websites. 
Similar methods that belong to the URL-based method can be 
found in [30, 31, 32, 33, 34, 35]. The major component of the 
dataset for this method is webpage URL, and some third-party 

information such as WHOIS, page rank as the supported items. 
Yan et al. [36], Marchal et al. [37], Jabri and Ibrahim [38], Gupta 
and Shukla [39], and Singh et al. [40] used both content-based and 
URL-based in their phishing detection model. 
Another interesting method belonged to heuristic approach is vis-
ual-based method, where it uses the visual similarity measurement 
to detect phishing webpages. For example, Liu et al. [41] proposed 
a series of visual approaches in phishing classification. This 
method analyses the HTML webpages and decomposes them into 

salient blocks, and then calculates the similarities indicated by 
three metrics: block-level (detail), layout (global), and style (over-
all). Fu et al. [42] also proposed a visual-based method that util-
ises Earth Movers Distance (EMD) to calculate the webpage vis-
ual similarity for phishing detection. Rao and Ali [43] used the 
same visual-based method as well. 
Another method related to the visual-based approach is GoldPhish 
[44]. GoldPhish will extract all the textual contents by performing 

optical character recognition (OCR) on the webpage screenshot 
and the extracted text will be fed into the Google search engine. 
The legitimacy of a query webpage is depended on the matching 
of the search results. Recently, Choo et al. [45] proposed an ap-
proach which utilises the website favicon to evaluate the legiti-
macy of a website. The favicon will be used as a query image to 
feed into Google Image Search engine. The Google Image Search 
engine is a content-based image retrieval (CBIR) system that will 

return a list of visually similar images and related information 
regarding the query image. The authors at the end will perform the 
latent semantic analysis based on the search results to determine 
the legitimacy of query webpage. The visual-based methods re-
quire more raw-elements (e.g., screenshot, favicon, image and 
complete rendered HTML page) in their dataset for feature extrac-
tion. Researches in [46, 47, 48] are all belonged to the visual-
based method. 

3. Dataset Used in Existing Anti-Phishing 

Works 

Table 4 summarised all the datasets used in various anti-phishing 
works mentioned in Section 2. The summary includes (i) Dataset 
Size, (ii) Source, and (iii) Downloadable. The Dataset Size means 
the total number of legitimate and phishing webpages that are used 
as dataset, while the Source column shows where the authors ob-
tained their legitimate and phishing webpages. The Downloadable 
column indicates the availability to the public access. The “-” sign 
indicates no information is available to the respective publication. 
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From Table 4, we obtained the following observations: 
• The range of the datasets is scattered from less than 100 to 

more than a million. The sample size differences between the 
legitimate and phishing in some datasets are huge. We can 
conclude that there is still no strong agreement on the standard 
size of a dataset used in the anti-phishing community. 

• PhishTank is the most popular source for the research com-
munity to obtain their phishing datasets. More than 80% of the 

publications listed in Table 4 utilise PhishTank as their main 
phishing source. For the legitimate datasets, all of them are 
obtained from the popular web directories (e.g., Google [49], 
Yahoo [50], Alexa [51] and DMOZ [52]). 

• Some researches are only using datasets that are at top rank-
ing, or popular websites for the experiments (e.g., [13], [18], 
[44], [45], and [48]). This shows the less popular websites 
have been marginalised and overlooked. Lack of unpopular 

legitimate website will definitely cause false positive detec-
tion. 

• Most of the listed publications do not have a complete descrip-
tion on their dataset characteristics, such as the variety of 
webpage languages, detail information on screenshot images 
and the distribution and the categorisation of webpage (i.e., 
the percentage for each field of website such as social media, 
banking and others within the dataset). Some datasets contain 

a high volume of repeated same popular brand which may 
cause bias to the experimental result. Such datasets will lower 
the credibility of the experimental results and may draw ad-
vantages to certain methods.  

4. Influencing Factor on Dataset Design 

The dataset is a collection of various elements of webpages 
downloaded from different websites. In order to build a standard 
offline dataset that is suitable for a wide range of experiments, we 
propose to consider the following factors: (i) the size, (ii) the dis-
tribution of website categories or brands, (iii) the variety of the 
supported languages, and (iv) the type of elements or resources in 
the dataset. The rational of each selected factor is discussed in the 
following subsection. 

4.1. The Size 

According to the statistical understanding, standard error (  ) is 

the estimated standard deviation of a parameter, the value of 
which is not known exactly. The standard error,    is defined as 

follows: 

 

   
 

  
 ,  (1) 

 
where   is the sample standard deviation, and   is the size of sam-

ple. From Equation (1), we know that when the sample size   is 

increased, the standard error,    will decrease. In other words, a 

larger sample size will broaden the coverage of data and approxi-
mate more closely to the real population. Hence, the size of the 
dataset appears to be one of the important factors in the experi-
ment and needs to be significantly large. 
What is the suitable size that can be considered as significantly 
large for a dataset to be used in the anti-phishing research? For 
this question, we propose to use the expected value,   from all the 

datasets listed in Table 4. The expected value,   is referred to the 

measure of the central tendency of a probability distribution or of 
the random variables characterised by that distribution [53]. The 
expected value,   is defined as follows: 
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where   is the total number of datasets, and    is the size of i-th 

dataset. Based on Equation (2) and ignoring the extreme size of 

the dataset in Ref. [54], the expected value for the datasets listed 
in Table 4 is 28,521. Hence, we propose to construct the standard 
offline dataset with 30,000 samples in this paper. The dataset will 
contain 15,000 samples for phishing and legitimate webpages, 
respectively. 

4.2. Distribution of Website Categories 

In addition, the dataset should cover a wide range of webpage 
categories. Especially for the phishing dataset, we suggest to use 
the reports released by Anti-Phishing Working Group (APWG) as 
the reference for the webpage categorisation and the expect ratio 

of distribution. It is because the APWG is a worldwide coalition 
that unifying the global response on cybercrime across different 
fields [55]. As for the legitimate dataset, we only refer to the top 
ranking lists (e.g., Alexa top 1 million ranking list) and emphasise 
less on the categorisation and the distribution ratio of the web-
pages. This is practical because phishers usually would want to 
target on website that has higher popularity (i.e., larger user base). 
We have collected and summarised in Table 1 the APWG phish-

ing attacks reports of the fourth quarters of the year 2012 [56], 
2013 [57], and 2014 [58]. The first column shows the categories 
of website and their distributions for year 2012 – 2014 are shown 
in the second to the fourth column, respectively. The fifth column 
shows the average of the three statistics collected for each cate-
gory. Through the average of each category, we propose the new 
distribution ratio for our phishing dataset in the last column. 

4.3. Variety of Languages 

Another important factor is the variety of the supported languages 
in the dataset. According to the APWG reports, phishers usually 

will mount attacks in different countries [56, 57, 58]. Therefore, it 
is important for a dataset to include different languages. We pro-
pose the dataset to include some common world languages, such 
as English, French, Japanese, Chinese, Hindi, Korean, Arabic and 
Russian. These languages are all listed as the world most common 
languages or the top Internet languages [59, 60]. 

4.4. Various Types of Resources 

The content of a sample is the most important factor to be con-
cerned in a good dataset construction. In other words, what kind of 
information or element is worth keeping in the dataset. A good 

dataset should have the heterogeneousness to support in multiple 
feature extraction process in an experiment. In order to find out 
the potential elements, we study the features used in each publica-
tion listed in Table 4, and summarised the findings in Table 2. 
From Table 2, the findings show that the important elements to be 
included in a dataset are: URL, HyperText Markup Language 
(HTML) files, Cascading Style Sheet (CSS) files, Favicon, screen-
shot of webpage, and WHOIS information of webpage server. 

Moreover, we also propose to include some other elements which 
are necessary to render a complete webpage, such as webpage 
image resources, Scalable Vector Graphics (SVG) files, JavaScript 
files, web font files, and other necessary but uncommon file type. 
Table 3 summarises these elements. 

5. Dataset Construction 

In this section, we will explain in detail on the process of con-
structing the proposed offline dataset. The aim is to construct a 
dataset that contains 30,000 webpages (i.e., 15,000 legitimate 
webpages and 15,000 phishing webpages) according to the criteria 
discussed in Section 4. Figure 1 shows the framework of the pro-
posed dataset construction.  
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Table 1: Distribution of the most targeted categories in phishing attacks 

Category  2012 4Q (%)  2013 4Q (%)  2014 4Q (%)  Average (%)  Proposed (%)  

Financial  34.40 24.26 20.79 26.48 25.00 

Payment Service  32.10 53.95 25.13 37.06 35.00 

Gaming  14.70 1.35 1.20 5.75 5.00 

ISP  9.50 4.87 2.75 5.71 5.00 

Social Networking  6.00 0.54 6.43 4.32 4.00 

Retail / Service  5.12 7.79 29.37 14.09 10.00 

Auction  2.07 2.43 -  2.25 3.00 

Government  1.00 1.39 0.56 0.98 1.00 

Classified  0.30 0.43 0.07 0.26 1.00 

Email  -  -  12.39 12.39 8.00 

Other  6.78 2.99 1.31 3.69 3.00 

 
Table 2: Important elements used in different anti-phishing works 

Publication  Main Method  Important Element 

[12], [13], [14]  List-based   URL of the webpage 

[15], [16], [18], [19], 

[20], [21], [22]  

Content-based   HTML file 

 CSS file 

[25], [26], [28], [29], 

[30], [31], [32]  

URL-based   Webpage URL 

 Hyperlinks inside the 

webpage 

 WHOIS information 

of webpage server 

[41], [42], [44], [45], 

[46], [47], [48]  

Visual-based   Favicon 

 Screenshot of web-

page 

 HTML file 

 
Table 3: Elements and the corresponding file extension 

No  Element  File Extension  

1 URL  .txt  

2 HTML files  .htm/.html  

3 CSS files  .css  

4 Favicon  .ico  

5 Image resources  .bmp/.gif/.jpg/.jpeg/.png  

6 SVG files  .svg  

7 JavaScript files  .js  

8 Web font files  .eot/.ttf  

9 Screenshot of webpage  .bmp/.gif/.jpg/.jpeg/.png  

10 WHOIS information  .txt  

11 Other uncommon file type  -  

5.1. Data Source Selection 

We have selected Alexa, DMOZ, and BOTW [61] as the main 
sources to construct the legitimate samples of the dataset. Alexa is 

a commercial website which provides traffic data, global rankings 
and other information on millions of websites [51]. Similar to 
Alexa, DMOZ is a multilingual open-content directory of World 
Wide Web links [52], while BOTW Directory is a commercial 
web directory that provides websites in different topical and re-
gional categorisation [61]. As mentioned in the previous section, 
low popularity websites are as important as popular websites. 
Therefore, we have included BOTW and DMOZ to obtain the low 

popularity websites. During the data crawling process, we notice 
that BOTW and DMOZ were able to provide the URLs, which 
were not included in the Alexa top one million websites. We 
choose 14,500 URLs from Alexa top one million list to serve as 
the high popularity websites sample, while 500 URLs are from 
DMOZ and BOTW to serve as the low popularity websites sample. 
For the phishing dataset, we decided to utilise PhishTank as our 
phishing source, as it is by far the most complete repository. We 
choose 15,000 URLs from PhishTank under the category of ‘valid 

phishes’ and ‘online’ to serve as our phishing crawler input. The 
‘valid phishes’ status refers to the reported website, which has 
been truly verified as phishing website, while ‘online’ status 
means the particular reported website is still live and accessible. 

 
Fig. 1: The framework of proposed dataset construction 

5.2. Webpage Crawler Preparation 

We implemented the automated webpage wrapper program using 

Matlab 2015b and executed on a Windows 10 computer with Intel 
E3-1230v3 processor and 8GB RAM. The program will read the 
URLs input from a text file and download the webpages automati-
cally. The wrapper utilised WGET [62] as the crawler function to 
save the webpages. WGET is a free software package for retriev-
ing files using HTTP, HTTPS and FTP. Besides that, the wrapper 
also utilised WebShot [63] to take screenshots of webpages and 
save them as a full-sized images or thumbnails. Furthermore, we 
utilised WHOIS [64] to obtain the registration record of the do-

main name and IP address. 

5.3. Dataset Labelling and Aggregation 

The downloading process started from 20 March 2016 until 30 
April 2016. The crawler program will download all the resources 
(i.e., those resources listed in Table 3) of a rendered webpage. All 
the downloaded resources will be saved in the designated folder, 
namely with the folder name of ‘L00001’ to ‘L15000’ for each 
legitimate webpage and ‘P00001’ to ‘P15000’ for each phishing 
webpage. Each designated folder contains 5 subfolders, namely 
‘RAW-HTML’, ‘SCREEN-SHOT’, ‘URL’, ‘WEBPAGE’ and 

‘WHOIS’. 

5.4. Dataset Refinement 

The downloaded webpages will go through a manual inspection 
process. The existence of all subfolders and their contents in each 
webpage folder will be verified and checked. All multimedia files 
like music and video (mp3, mp4, avi, wmv, wav, mid, etc.), and 
files with over-long file name will be excluded. The files with 
over-long file name are always come in unknown file type, and 
always referred as the broken element, as it cannot be open, re-
name, or even deleted. Furthermore, according to the best of our 

knowledge, there is no evidence in the literature that video or mu-
sic files are utilised for anti-phishing detection. 
As discussed in Section 4, the phishing webpages categorisation is 
based on the most-targeted sector list in the APWG report. After 
all the phishing samples have been categorised and organised 
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according to the corresponding categories, we will compute their 
distribution. Based on the distribution, we will trim a category 
with excessive samples by removing the duplicate samples. Dupli-
cate samples are those webpages that only differ in the URL. On 
the contrary, downloading process for the new webpages will be 
initiated to fill up the undersized category. 
Figure 2 summarise the distribution of the proposed dataset. The 
complete dataset is available for download at  

http://www.fcsit.unimas.my/research/legit-phish-set 
 

 
Fig. 2: Distribution of different categories in phishing dataset 

6. Conclusion and Future Works 

This paper has pointed out the demand for the offline dataset in 
anti-phishing research community and has constructed an offline 
dataset. The contributions of this paper include: providing an off-
line dataset for rapid preliminary method testing and, serving as a 
permanent repository for phishing webpages. Since, phishing 
websites have short life span, accessing a shutdown phishing web-
site to retrieve some unique phishing characteristic becomes pos-
sible through this dataset. 

This paper has reviewed and summarised various datasets from 
different publications according to a few aspects: dataset size, 
sources, and downloadable. This paper also discusses on the influ-
encing factors during the dataset construction, which include: the 
dataset size, the distribution of webpage categories and brands, the 
variety of the supported languages, and the contents of the dataset. 
As for future work, we plan to include samples with different fea-
tures, such as HTML5 webpage. As the HTML5 becomes more 

common in the web designs, it is reasonable to include HTML5 
webpages to the dataset. This is important because the HTML 
structure in HTML5 website is different than the previous stan-
dard. 
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Table 4: Datasets information 

Publication  Dataset Size  Source of the Dataset  Downloadable  

[12]  Total: 168,462  -  No  

[13]  Training:  

Legit: 37  

Phish: 28  

• www.phishtank.com  

• email 

• blog post 

No  

[14]  Legit: 120,000  

Phish: 32,000  

• www.phishtank.com  

• spamscatter.com 

• www.cutestat.com 

• www.dmoz.org 

• YRUG 

(Yahoo Random URL Generator) 

No  

[15]  Legit: 100  

Phish: 100  

• www.phishtank.com  

• www.3sharp.com  

No  

[16]  Legit: 3,543  

Phish: 7,906  

• www.google.com 

• www.millersmiles.co.uk  

• uribl.com 

• ww.phishtank.com 

No  

[17]  Legit: 24,800  

Phish: 19,066  

• www.phishtank.com  

• www.alexa.com  

Yes  

[18]  Legit: 1,000  

Phish: 1,000  

• www.phishtank.com  No  

[19]  Legit: 93,000  

Phish: 123,521  

• www.phishtank.com  

• www.aa419.org 

• apwg.org 

No  

[20]  Total: 70-90  -  No  

[21]  Legit: 450  

Phish: 2,500  

• www.phishtank.com 

• www.millersmiles.co.uk  

• www.yahoo.com 

• www.stpt.com/directory 

No  

[22]  Legit: 548  

Phish: 805  

• www.phishtank.com 

• www.millersmiles.co.uk  

• www.yahoo.com 

• www.stpt.com/directory 

No  

[23]  Legit: 405  

Phish: 1,120  

• www.phishtank.com 

• www.alexa.com 

• stuffgate.com 

• Online payment service provider 

No  

[24]  Legit: 883  

Phish: 1,459  

• www.phishtank.com  

• www.alexa.com  

No  

[25]  Legit: 15,000  

Phish: 20,500  

• www.yahoo.com 

• www.dmoz.org 

• www.phishtank.com 

• spamscatter.com.cutestat.com 

No  

[26]  Legit: 1,263  

Phish: 1,245  

• Google Toolbar URL  

(white and black list)  

No  

[27]  Legit: 1,000  

Phish: 1,000  

• www.phishtank.com  

• www.alexa.com  

No  

[28]  Legit: 127 

Phish: 8,730 

(only 566 have screenshot) 

• www.phishtank.com  No  

[29]  Total: 600  • www.phishtank.com  

• www.google.com  

No  

[30]  Legit: 1,000  

Phish: 10,661  

• www.phishtank.com  

• www.dmoz.org  

No  

[31]  Dataset 1  

Legit: 13,274  

Phish: 11,271  

Dataset 2  

Legit: 14,999  

Phish: 14,920  

Dataset 3  

Legit: 19,999  

Phish: 18,395  

Dataset 4  

Legit: 11,275  

Phish: 11,271 

• www.alexa.com 

• www.dmoz.org 

• www.phishtank.com  

• apwg.org 

No  

[32]  Legit: 28,722  

Phish: 17,423  

• www.taobao.com  

• www.yahoo.com  

• www.hao123.com  

• www.baidu.com  

No  

[33]  Legit: 20,550  

Phish: 54,287  

• www.phishtank.com  

• openphish.com 

• dmoz.org 

• webcrawler.com 

No  

[34]  Total: 200  • www.phishtank.com  

• Yahoo  

No  
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[36]  Legit: 1,462  

Phish: 1,416  

• www.315online.com.cn  

• www.anquan.org  

No  

[37]  Legit: 208,500  

Phish: 16,409  

• www.phishtank.com  

• www.alexa.com  

No  

(on request)  

[38]  Legit: 300  

Phish: 700  

• www.phishtank.com  No  

[39]  Legit: 8,540  

Phish: 4,480  

• www.phishtank.com  

• APWG database  

No  

[40]  Legit: 179  

Phish: 179  

• www.phishtank.com  

• www.alexa.com  

No  

[41]  Legit: 320  

Phish: 8  

• apwg.org  Yes  

[42]  Legit: 10,272  

Phish: 9  

• www.google.com  Yes  

[43]  Legit: 20  

Phish: 400  

• www.phishtank.com  No  

[44]  Legit: 100  

Phish: 100  

• www.phishtank.com 

• www.randomwebsite.com  

• www.web100.org 

No  

[45]  Legit: 500  

Phish: 500  

• www.alexa.org 

• www.phishtank.com 

No  

[46]  Phish: 7,764  • www.phishtank.com  No  

[47]  Legit: 100  

Phish: 100  

• www.phishtank.com  

• www.yahoo.org  

No  

[48]  Legit: 521  

Phish: 2,262  

• www.phishtank.com  

• www.alexa.com  

No  

[65]  Total: 2,456  • www.phishtank.com  

• MillerSmiles 

• Google 

Yes  

[66]  Legit: 548  

Phish: 702  

Suspicious: 103  

• www.phishtank.com  

• Yahoo  

Yes  

[54]  Legit: 200 

Phish: ∼1.8 millions 

• www.phishtank.com 

• Escrow Fraud Prevention  

• www.legitscript.com 

• PhishMonger 

Yes  

 


