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Abstract 
 
This research paper presents a Fast LTVR (Localized Total Variation Regularized) method for restoring the degraded images by white 
noise, while preserving the image edge details in a constructed unit plane edge model through a Unit Plane Edge ON-OFF Slope algo-
rithm. The noisy image contains two details; one with high noise and the other with edge fined details. The edge fine details are restored 
using ON-OFF Slope algorithm. The denoised image and the edge fine details are used to reconstruct the final restored image. A Unit 

Plane Edge restoration method is proposed in this research work to estimate the edge-mapping with the fine details. Simulation results of 
proposed work shows an effective image restoration algorithm comparatively with different filter based restoration methods.   
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1. Introduction 

Image restoration has been in researching quite thoroughly to 
develop an effective denoising method that can retain the original 
image by removing the complete noise. During the process of 
image restoration, the edge is so precious, which is a challenging 
task in image processing techniques like compression, denoising 
and restoration. The image denoising technique so far implement-
ed [1-5] could able to reconstruct the image area which is beyond 
the edges, and could able to restore with less quality and is the 

first challenging task in the present scenario of this research work. 
And the restoration of edge pixels using TV formulation is the 
second challenging task, which accomplishes the primal-dual 
method and min-max optimization, are the approaches implement-
ed in this research work. 

2. Previous Work 

Form the literature survey, the methods to restore an image in-
clude non-linear and linear methods, for the fined and un-fined 
regions of the noised image, which was proposed in [4], [5]and [6] 
using different methods. The authors G. Gilboa, N. Sochen, and Y. 
Zeevi in [4], utilises a Adaptive Total Variation (ATV) method to 
denoise the fine regions of image and could able adaptively esti-
mate the image reconstruction. The method in [5], utilises a Non-

Local Means method (NLM) to eliminate the noise smoothen 
areas. The method in [6], utilises a inverse filtering method to 
eliminate the additive noise present in the smooth and non-smooth 
areas, which is a best technique for the fine image denoising tech-
nique in spatial [7-9] and frequency [10-11] domains. Moving 
further, [12-13] wavelet denoising techniques have been imple-
menting in the present scenario to reduce the computation time [14] 
and precision of denoising [15], one among them is Lifting-based 

wavelet domain adaptive Wiener filter (LBWDWF) [1] method to 
improve the image restoration by providing an increase in the 
computation time compared to traditional wavelets [16] [17]. Sec-
ond among them is [8], to eliminate the neighbourhood local vari-
ance around the pixel region. Further subjective enhancement 
techniques proposed in have improved in estimating the noise 
variance in spatial and frequency domain.  
The similar approach related to Total Variation (TV) proposed a 

minimal energy function to reduce the noise variation and total 
variation of the image adaptively. An approach in (FDWF)[2]  
Frequency Domain Weiner Filter provides a spectra power estima-
tion through filter-based denoising method. In Edge map and 
Wiener Filter (EWF) [3], the denoising of details are preserved by 
reducing the noise levels.  

3. Proposed Work 

In this research work, comparing with the (LBWDWF)[1], 
(FDWF)[2], (EWF)[3], (ATV)[4] and (NLM)[5], the following are 
the key features: 

a. increased image pixel preservation 
b. fasten the computation performance  
c. increased the noise estimation  

d. a strong denoising in the smooth regions, a variant TV 
method is proposed 

e. to preserve the fine and edge details during the higher 
noise areas 

The proposed Unit Plane Edge ON-OFF Slope algorithm is used 
to de-noise the edge details by preserving the neighbour pixels in 
the regions of image restorations. The image denoised area is con-
sidered as fine and non-fine regions. Across the fine regions, the 

unit threshold value restoration is estimated and across the non-
fine regions, the plane threshold value restoration is estimated. 
And across the edges, ON-OFF slope threshold values are applied 
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to estimate the edge details in fine and non-fine regions. A new 
TV based method is derived and implemented in proposed method 
to visualise the fine and non-fine regions of the image. TV based 
method utilizes a corner-edge map decision to perform edge fining 
during the restoration process by taking the strong and weak 
threshold values across the fine and edge regions.  
Total Variational (TV) models are widely used in this area of 
work and in analyzing image restoration. Fundamental image 

restoration problem define denoising, which takes a step ahead in 
computer vision applications for an image analysis. Total Varia-
tion based image restoration was explicitly used to restore the 
denoised sharp and plane edge discontinuous in an image while 
preserving edge details from the noise.  
The paper in [1] gives the min-max problem as: 
 

          (1) 

 

in eq (1), Ω gives the bounded image values of the denoised re-
gion, i represent the input image, v is the noise variance in the 
image. The objective function in the eq. (1) is the Euclidean L2 
semi-norm function of b. Eq. (1) fails at unconstrained minimiza-
tion problems, to formulate the subsequent of (1), the authors [2] 
formulates the TV model as: 
 

         (2) 

 

by choosing proper λ value, the unconstrained minimization prob-
lem can be eliminated. The λ value can be maximized using a 
second order dual λ formulation [8], [4] and [5] as: 
 

                                                  (3) 
 

in eq (3) the ω give the range value extents as  Ω→Ĭ2. The ω value 
define TV regularization requires the value of b only, to have dual 
λ formulation. The dual λ formulation needs a smooth edge de-

noising using bounded unit plane edge variations. In fact, this is 
the definition of proposed unit plane edge method for the space of 
bounded unit plane edge functions. 
To derive the proposed unit plane edge method, the dual λ formu-
lation with TV model for edge denoising is associated with the 
bounded value and minimum-and-maximum edge values using 
integrate and unit process, and becomes the following equation in 
the form: 

 

          (4) 

 
where (u, w) are p-d variables. The integration and unit process 
allows extracting the edge values to associate a minimization pro-
cess, which reduces the blur intensity across them and allows the 
unit value representation to associate a maximization process, 
which increases the dual λ formulation effectively. The minimum-
and-maximum edge values allows to interchange the edge unit 

values, to result  
 

  

                            (5) 
 
The unit value representation is as follows: 
 

            (6) 

 
resulting to following unit plane edge formulation: 

 

 

                         (7) 
 
the unit plane edge formulation  method equivalent is: 
 

 

                        (8) 

 
For a p-d unit plane edge variable (u,w),  ON-OFF Slope algo-
rithm is defined through two steps, the Slope variation between 
ON and ON-OFF edge denoised image values and ON-OFF Slope 
representation. The first step can solve the dual λ formulation for 
differences in the primal and dual edge method, using the 
 

                              (9) 

 
The objectives of first step are: 
 

       (10) 

 
And 
 

  (11) 

 
The Slope variation bounds the ON and ON-OFF edges to option-

ally of the p-d objectives, is given as: 
 

                                (12) 
 

In Slope variation, if u and w are denoised specifics, the ON and 
ON-OFF edges are related to primal and dual problem, respective-
ly results 
 

                                        (13) 

 

                                     (14) 

 

where  is p-d λ value. The primal λ variable u is calculated us-

ing, 
 

            (15) 

 
& the dual λ variable w is calculated using, 
 

                        (16)

  
The second step ON-OFF Slope is called in the following way: 

Table 1: ON-OFF Slope approach 

Input : Si=R x+u, 

Process 

REPEAT  

 Step 1 : Find R minimizing Φ with Sir fixed; 

 Step 2 : Solve Siy=||Si-R Φ α||, 

 Step 3 : Solve ON-OFF_Slope uα=Sir-Si≈Φ Siy-Φ Six=Φ Sux,  

  Initialization : (λ,μ) 

  REPEAT  

  Step 1 : Solve (λ,μ)=arg max λ,μ log G(Sux|Six,Siy) + 

G(Six,Siy); 

  Step 2 : Solve S(Six,Siy)=S (Φ| 

Six)S(Siy)=S(Φd|Six)S(Siy), 

  Step 3 : Solve S Sux=S SGi X 

  UNTIL XON-OFF converges 

UNTIL G converges 

Output: ON-OFF Slope values  

where x is the original image, i is the observed image for observa-
tion of ON-OFF and ON pixels, SG is the pixel interspacing factor, 
Φ  is the edge artifact, Sir is the reconstructed image, Siy is the 
predicted image, Six is the inter space image α is the slope varia-
tion factor, μ is image pixel state and S denotes the image ON-

OFF pixels slope values near to the primal and dual λ estimations.  
The proposed ON-OFF Slope method provides the equality values 
of ON and ON-OFF estimation values, which are global variables 
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for dual λ formulation, thus the proposed image restoration analy-
sis in providing a solution to R(u,w) with fulfilling the ON-OFF 
and ON image object pixels using inter spacing providing proper 
interdependency in unit plane edges.  
Proposed algorithms, in Table 1, would lead to a good edge repre-
sentation solution to image reconstruction analysis in general. 
Proposed algorithm is very efficient in reliability and effective for 
image analysis. 

Eq. 12 refers to the denoised ON-OFF pixel image model by ap-
proximating the second term under the assumption that interspac-
ing, proposed method can retrieve Sux in to the product of the ON-
OFF pixel estimators, such equation is, 
 

                                         (17) 
 
where Φd= Φ|Six - Φ, defines the deviation between unit edge ON 

and ON-OFF image pixels. Such restoration can be viewed as a 
level of proposed algorithm strategy, so Φd is approximately inde-
pendent from Φ|Six. 

4. Results and Discussions 

Proposed algorithm is tested with Barbara, Building, Lighthouse, 

Text, Airplane, Girl, Lenna, Women and Boat gary scale test im-
ages (256x256). All images are tested with Gaussian white noise = 
50, 100 and 200. Proposed work is compared with LBW DWF [1], 
FD WF [2], EWF [3], ATV [4] and NLM [5]. 

  

(a) Barbara (b) Boat 

Fig 1: 2D images considered for proposed work analysis. 

  

LBW DWF [1] FD WF [2] 

  

EWF [3] ATV [4] 

  

NLM [5] Proposed 

Fig. 2 : Restoration comparison of Barbara with low noise level ( =50) 

 

  

LBW DWF [1] FD WF [2] 

  

EWF [3] ATV [4] 

  

NLM [5] Proposed 

Fig. 3:  Restoration comparison of Boat with low noise level ( =50) 

4.1. Comparative Image Reconstruction Results: 

Figure 1 shows the input images considered for visual image re-
construction comparison. Figure 2 shows the image restoration 
comparison of input image Barbara with low noise level ( =50) 
between comparative work and proposed work. Figure 3 shows 

the image restoration comparison of input image Boat with low 
noise level ( =50) between comparative work and proposed work. 
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4.2. Comparative Image Reconstruction Quality 

Results 

Table 2 and 3 give the performance evaluation in PSNR and 
MSSIM for Gaussian white noise = 50, between compared and 
proposed method. Table 4 give the average time execution com-
parison for Gaussian white noise = 50, 100 and 200 between com-

pared and proposed method. 

Table 2:  Performance comparison in PSNR ( =50) 

Test 

Im-

ages 

B
o

at 

B
arb

ara 

B
u

ild
in

g
 

L
ig

h
th

o
u

se 

T
ex

t 

A
irp

lan
e
 

G
irl 

L
en

n
a 

W
o

m
e
n

 

PSN
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60 65 64 62 64 62 65 64 65 

Table 3: Performance comparison in MSSIM(100%) ( =50) T
est Im
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es 
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Barbara 67 95 96 94 97 98 

Building 62 96 96 96 96 97 

Light-

house 

68 91 94 90 93 96 

Text 68 95 96 95 93 97 

Airplane 81 89 92 95 94 96 

Girl 82 91 92 91 93 94 

Lenna 83 91 94 96 96 97 

Women 81 91 94 95 95 96 

Boat 79 93 94 93 96 97 

Table 4: Average time execution (s) T
est Im
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Bar-

bara 

50 0.60 0.31 0.93 23.33 67.31 0.28 

100 0.56 0.31 0.92 66.17 68.60 0.21 

225 0.57 0.30 0.93 751.4

9 

67.82 0.20 

Boat 50 0.58 0.30 0.89 21.01 65.22 0.26 

100 0.54 0.30 0.80 64.52 66.89 0.19 

225 0.55 0.28 0.91 721.5

5 

68.23 0.18 

5. Conclusions 

Proposed an image restoration analysis in unit plane edge that is 
effective for denoising the image fine edges by reducing the noise 
in the reconstructed images. From the survey, it is clear that pro-
posed method is fast for restoring images that are efficient in edge 

details. 
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