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Abstract 
 
This paper studied the implementation of Artificial Neural Network (ANN) where it well-known recently in veterinary disease research 

field in Malaysia. The parameter identification under consideration is types of animal disease, types of species and locations of disease 
based on the Geographical Information System (GIS) data set. There are many types of animal diseases that affect farm animals in Ma-
laysia. In this research, the method of multilayer perceptron neural network is used as main model since it is an effective solving method 
in predicting the future of veterinary disease. ANN has ability to visual animal diseases involving the computational model. The model is 
to present the rela-tionship between causes of the species and location and consequence of animal disease without emphasizing the pro-
cess, considering the initial and boundary condition and considering the nature of the relations. The data collection of animal disease is 
considered as a large sparse data set. Therefore method of ANN is well suited for optimizing of the data, to train the data operational and 
to predict the parameter identification of animal disease. The output layers of ANN are plotted in SPSS software for statistical solution 

and MATLAB programming for sequential ANN implemented. The ANN will be compare to genetic algorithm for the performance and 
effectiveness of the method. The numerical simulation of ANN helps in future prediction of animal disease based on the species and 
location parameters. 
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1. Introduction 

Neural network consist a number of simple neuron like processing 
elements and a number of weighted connections between the ele-
ments. Those weights are on connections encode the network 
(Volna, 2012). In this research, ANN is used to give an output to 
predict animal disease, hence, it will help to predict the disease 

based on location and species happen for future study. The basic 
definition or concept can be seen through paper as written by 
Krenker et al. in 2011 says that Artificial neural network is a com-
putational model that tries to account for the parallel nature of 
human brain. Besides ANN is one of the most accurate and widely 
used forecasting model applied in forecasting social, and econom-
ic (Al Shamisi et al., 2011, Alias et al., 2012). The characteristics 
of ANN are fault tolerance, distributed memory, learning ability, 
collective solution, weighted parameter and network structures 

(Pintér, 2012). In machine learning and related fields, artificial 
neural network (ANN) is a computational model inspired by a 
central nervous system (neuron(s) in brain), and are used to esti-
mate functions that can depend on a large number of inputs and 
are generally unknown (Martínez-Morales et al., 2014). The de-
velopment of neurobiology study enables researchers to create 
mathematical models of neurons to stimulate neural behavior. Safi, 
(2011) stated that, to train the network, we used the well-back 

propagation algorithm (BP) of MLP, which consists of an optimi-

zation procedure aimed at minimizing the RMSE error observed at 
the output layer. This algorithm uses a supervised learning mode, 
meaning that the output corresponding to each input is a priori 
known, which makes it possible to compute signal errors and try 
to reduce them through epochs. 

2. Multilayer perceptron (MLP) model 

For multilayer perceptron, it contains several single layer percep-
tron. Those single layer perceptron were arranged according some 
hierarchy. The hierarchy should follow the characteristics. Some 
of the characteristics were inputs of first layer is taking with the 

number of perceptron same the number of vectors X of the prob-
lem. Then, the output layer generate outputs with the number of 
neuron equal to the desired number of quantities computed from 
the inputs as well as there is one layer between single perceptron 
with another (Morens and Fauci, 2013). Detailed description of 
MLP architecture of ANN is published previously by Seyam and 
Mogheir, (2011) where he was used identical approach to ANN 
construction as well as its training or testing ratio. Neural Net-
works are able to learn because they can change the connection 

weights between units. After learning, the knowledge is stored in 
the weights. For the purpose of training, 70% of the staring dataset 
is usually used. Training of the neural network is terminated when 
the network has learned to generalize the underlying trends of 
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relationships exemplified by the data. Generalization implies that 
the Neural Network can interpolate sensibly at points not con-
tained in its training set. The ability of Neural Network to do so is 
typically assessed by means of cross-validation, where the per-
formance of the network is evaluated against a novel set of test 
data, not used during training. This is also known as the testing 
stage, where the remaining 30% of the starting dataset is used 
(Milhajlovic et al., 2010). 

2.1. Architecture of MLP neural network 

Based on Figure 1 is illustrates the nodes with connection of 
weight. Nodes in input layer act as buffers for delivering the input 
to nodes in the hidden layer. Each processing node in the hidden 
layer gathers up the input data after weighting them with strength 
particular connections from input layer and calculates them (nodes 
in hidden layer) to be an output. 

 

 
Fig. 1: Nodes with Connection of Weight. 

 
Moreover, Figure 2, ANN consists of a number of simple inter-
connected processing units also known as neurons, which are 
analogous to the biological neurons. The important features of 
neural network (NN) are the ability of supplying fast answer to a 
problem. Gen and Cheng (1977) was introduced the gradient de-
scent backpropogation algorithm (Sahimi et al., 2001). This meth-
od is widely applied in MLP training algorithm. The back propa-
gation has 3 types of layers; an input layer, an output layer and a 

hidden layer. 
 

 
Fig. 2: Analogies between Artificial Neuron and Biological Neuron. 

 

The function f is the overall calculation of the neural network as in 

Figure 3. It can be simple as equation below, 
 

 
Fig. 3: Basic Elements of ANN. 

 

yi = f(∑ wji
n
i=1 xi)  

 

It gives the chances to adjust weight, ∆wij between i and j where: 

 

∆wij = ηδjxi  

 
The output nodes are calculated as: 
 

δj = (
∂f

∂nnetj
) (yj

(t) − yj)  

 
And in the hidden layer, the hidden nodes are calculated by using 
the formula below: 
 

δj = (
∂f

∂nnetj
) (∑ wjqq δq)  

 
Where  

η- Learning rate  

nnetj- The aggregate weighted sum of input data to nodes j 

wjq - Weight for nodes q linked to the output of node j 

δq- The terms calculated for nodes q linked to the output  of 

node j 

yj
(t)

- The target output for node j 

2.2. Programming the neural network model 

MATLAB is a numerical computing environment and also a pro-
gramming language. It allows easy matrix manipulation, plotting 
of functions and data, implementation of algorithms and etc. There 
are many sources of code related with Artificial Neural Network 
implemented in MATLAB. Some coding was created to develop 
ANN with many terms. The coding was including declarations and 

calculation of data dependent settings, user definable setting, func-
tions, variables, the outputs of the hidden neurons, the weights, the 
data and visualization.  
There are some importances coding in creating network of neural 
network. The coding mainly used in artificial neural network is:  
 
Net=newff(Pvi,Tvi,20,{'tansig','softmax'},'trainscg'); 
 

Function above recognize as neural feed-forward back-
propagation network. The number of 20 is represented as number 
of neurons in hidden layer. It can be adjusted by any number in 
order to get the best result. The network is trained by some of 
activation function in inputs linked with nodes in hidden layer and 
also in output layer. Activation functions also can be adjusted by 
any activation functions where it must suitable with a given data. 
Activation function plays main role in network in order to avoid 

large values of error. MATLAB provides built-in transfer func-
tions which are used in this study; linear (purelin), Logistic Sig-
moid (logsig) and Hyperbolic Tangent Sigmoid (tansig). A nor-
malization process is applied for training and testing the data. Pvi 
and Tvi are the arguments for normalized input and output, re-
spectively. The output from the network is denormalized in order 
to compare it with the measured data.  

2.3. Neural network SPSS Software 

IBM SPSS Neural Networks software offers nonlinear data model-
ing procedures that enable us to discover more complex relation-
ships in data. SPSS Neural Networks also provides an alternative 
predictive capability to approaches such as regression or classifi-
cation architecture. The output of SPSS Neural Network for Multi-
layer Perceptron displays information about the neural network 
where it consists of network structure, network performance, case 
processing summary and independence variable importance analy-

sis. Network Structure displays summary information about de-
scription which it is about the display the neural network infor-
mation including dependent variables, number of input and output, 



International Journal of Engineering & Technology 3257 

 
number of hidden layers and nodes, and activation function. The 
network structure also shows the network diagram. As the number 
of covariates and factor levels increases, the diagram becomes 
more difficult to interpret. Other than that, the network structure 
also display synaptic weights where the coefficient estimates that 
show the relationship between the nodes in a given layer to the 
nodes in following layer. The synaptic weights are based on the 
training sample even if the active dataset is divided into training, 

testing, and holdout data. The number of synaptic weights can 
become rather large and these weights are generally not used for 
interpreting network results. For Network Performance, it displays 
model summary, classification results, predicted by observed chart 
and residual by predicted chart. The model summary of the neural 
network resulting the partition and overall including the error, the 
relative error or percentage of incorrect predictions, the stopping 
rule used to stop training, and the training time. The error is the 

sum-of-squares error when the identity, sigmoid, or hyperbolic 
tangent activation function is applied to the output layer. It is the 
cross-entropy error when the softmax activation function is ap-
plied to the output layer. 

2.4. Genetic algorithm 

Genetic algorithm (GA) is an adaptive method to solve search and 
optimization problems. They are based on the genetic processes of 

biological organisms. GA has been used variety of classification 
tasks, such as pattern recognition, machine learning, image pro-
cessing and expert systems as well as ANN. The basic of genetic 
algorithm is requiring a fitness function that assigns a figure merit 
of each code solution. As generally in genetic algorithm, parents 
have to be selected for reproduction and recombine to generate 
offspring. The process of genetic algorithm is presented in Figure 
4.  

 

 

Fig. 4: Process of Genetic Algorithm. 

The result from previous study of GA is obtained where it will 
compare to the Artificial Neural Network of this study. 

2.5. Neural network application 

Figure 5 shows the number of artificial neural network publication. 

Based on the graph, the neural network has been widely applied to 
real-world applications. The number of method has been used 
increase from 2005 until 2011 for many areas (Wijayasekara et al., 
2011). 
 

 
Fig. 5: Number of Artificial Neural Network Publications. 

 
ANN learning is suitable to solve many problems in which the 
data corresponds to environment. The method is widely used in 
many areas shown in Table 1. Based on the Table below, the most 

subject area has been successfully applied the method of artificial 
neural network is computer science as we know that many com-
puter software and programming can apply the neural network 
such as to SPSS, MATLAB, Fortran, C and etc. Mathematics is 
the third highest of subject area on using of Artificial Neural Net-
work. It can be concluded that ANN is quite well-known among 
mathematicians. ANN also has been used in veterinary, means that 
ANN is suitable to solve all problems including veterinary without 

any boundaries. 
 

 
Table 1: Number of Documents based on Scope Area 

Subject Area Documents Subject Area Documents 

Computer Science 20686 Social Sciences 1251 

Engineering 17865 
Decision Scienc-

es 
757 

Mathematics 5520 
pharmacology, 

Toxicology  
744 

Medicine 4086 

Business, Man-

agement and 

Account 

703 

Environmental Science 3588 Multidisciplinary 570 

Neuroscience 3398 
Health Profes-

sions 
492 

Biochemistry, Genetics and Molecular 3212 
Immunology and 

Microbiology 
375 

Earth and Planetary Sciences 3191 
Arts and Human-

ities 
323 

Physics and Astronomy 2973 Psychology 317 

Materials Science 2922 

Economics, 

Econometrics 

and Finance 

244 

Energy 2767 Undefined 220 

Agricultural and Biological Sciences 2470 Veterinary 51 
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Chemistry 2434 Nursing 49 

Chemical Engineering 2082 Dentistry 24 

Total 47402 

 

3. Research methodology 

Figure 6, shows the flow chart for overall of this research. The 

study has 3 main parts. First is process understanding of overall of 
ANN. While this process of understanding, the data are manually 
extracted from VRI data into excel and SPSS software by selected 
parameters as input and output variables. Second is developing 
model and code for ANN to show the architecture of ANN, and to 
train the data by using the of MATLAB software. The process can 
be proceeding to mathematical modeling. Otherwise, the process 
needs to adapt with ANN. If satisfy with convergence criterion, 
visualization and prediction, the numerical analysis and perfor-

mance evaluations can be performed based on the objectives.  

3.1. Data collection and the selection of input and output 

variables 

The overview of this project input and output is based on the dis-
ease rate in Malaysia based on the data collection from VRI, Ma-
laysia. In order to test and train the model of ANN, there are a few 
variables that need to be considered as the input and output of the 
model. The data collected is distributed into two categories, which 
are input and also the output. The research started with identifica-

tion of optimal operating parameters for training and testing. See 
table 2.  
 

 
Fig. 6: Process Flow of ANN Modeling. 

 
Table 2: List of Input & Output Variables with Locations 

Input Variables Output Variable 

Species 

1.Buffalo 

2. Cattle 

3. Dairy Cow 

4. Goat 

5. Sheep 

6. Cow 

Disease 

1. JOCFT 

2. LMAT 

3. CLA 

4. BMCFT 

5. MCFT 

6. BACFT 

Locations 

1. Johor 

2. Kedah 

5. Melaka 

6. Negeri Sembi-

9. Perlis 

10. Pulau 

13. Selangor 

14. Terengga-

3. Kelantan 

4.Kuala Lum-

pur 

lan 

7. Pahang 

8. Perak 

Pinang 

11. Sabah 

12. Sarawak 

nu 

3.2. Model development 

The model is developed by using MATLAB and SPSS where a 
feed forward neural network and back propagation training algo-

rithm was designed.  
Step 1: Divide the experimental data for testing data and valida-
tion data. 
Step2: Normalization of testing data and validation data, from 0-1. 
Step 3: Set up network and present the training data and target 
values to the network. 
Step 4: Train the network. 
Step 5: Test the network in the recall and generalization phase 

Step 6: Check RMS error 
Step 7: Select the best network based on the smallest RMS error 
generated. 

3.3. Performance measurement 

Performance measurement is aim to measure the performance of 
the method and checks the error. This part shows the analyses that 
have been done for ANN result. There were mean square error and 
root mean square error. The result of these MSE and RMSE will 

then be compare to the MSE and RMSE of genetic algorithm and 
compare the RMSE between the software’s.  
Mean Square Error 
It is the average of the square of the difference between each out-
put processing element and the desired output. It is used to deter-
mine how well the network output fits the desired output, but it 
doesn’t reflect whether two sets of the data move in the same di-
rection (Nanda et al., 2013).  

 

𝑀𝑆𝐸 = [∑ (
𝑄𝑜𝑏−𝑄𝑝𝑟

𝑛
)𝑁

1 ]  

 
Root Mean Square Error 
RMSE is actually the root of MSE presents information on the 
short term efficiency, which is the benchmark of the difference of 

predicted values about observed values. The lower RMSE, the 
more accurate is the evaluation and the coefficient of determina-
tion (also called R square) measures the variance that is interpret-
ed by the model, which is the reduction of variance when using 
the model. 
 

𝑅𝑀𝑆𝐸 = √
1

𝑛
[∑ (

𝑄𝑜𝑏−𝑄𝑝𝑟

𝑄𝑜𝑏
)
2

𝑁
1 ]  

4. Result and discussion 

The original information data given by VRI that listed on excel 
was sorted into SPSS software to obtain some statistical results 

and show the model of ANN based on the veterinary disease. Then 
the sorted data were applied to develop a model of Artificial Neu-
ral Network visualized by MATLAB. The accuracy of the predic-
tion can be measured by calculating the value of root means 
square error (RMSE) resulted from the simulation of the neural 
network. The smaller the value of RMSE the better the network 
predicts the output, where the RMSE is the value of percentage 
error between predicted values with the desired value. The result 

obtained will be present the dominant disease at specific locations 
in Malaysia using the Geographical Information System map. 

4.1. Statistical results 
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The data of veterinary disease were collected based on selected 
input and output variables that generated by the geographical in-
formation system (GIS). The data were sorted using SPSS from 
VRI Excel data. The data were sorted in different disease, species 
and location. The total data used in this research are 698 data. 
From this data, 465 data have been used to train the network while 
another 233 data are used to test the network. 

4.1.1. Location and type of disease that infected by species 

The Table 3 shows the number of suspected diseases reported in 
each location. The highest number of cases reported is in Perak. 
The second highest is in Sabah and Pahang. There are 108 and 109 
cases reported in each location, respectively. Perlis has the lowest 
number of suspected diseases attacked to species in this area 
which is 2. On the other hand, the most infected disease was ob-
served in Perak is BMCFT. 
 
Table 3: The Matrices Number of Suspected Disease Reported in Each 

Area 

 Disease  

State 

BACF

T 

BMCF

T 

CL

A 

JOCF

T 

MCF

T 

Grand 

Total 

Johor 4 17 4 5 9 41 

Kedah - 6 - - - 6 

Kelantan - 4 1 - 1 6 

Melaka 26 17 4 30 4 84 

Negeri Sem-

bilan 
5 28 11 15 25 98 

Pahang 2 18 15 33 15 109 

Perak 33 37 19 32 22 146 

Perlis - 1 - - 1 2 

Pulau Pinang - 9 - - - 9 

Sabah 4 28 8 32 36 108 

Sarawak 1 1 
 

1 1 5 

Selangor - 13 9 6 - 28 

Terengganu - 28 25 - 3 56 

Grand Total 75 207 96 154 117 698 

 
In this research we also found out that BMCFT is the highest dis-
ease that infected in all locations with grand totals of 207 cases 
reported following by JOCFT, MCFT, CLA, BACFT and LMAT 

by each reported 154, 117, 96, 75 and LMAT cases respectively. 
LMAT is a suspected disease that less happen in all locations 
which is 49 cases reported. 

4.2. Type of disease that Infected by Species 

Table 4 shows the number of species attacked by suspected dis-
ease in all locations. Goat has the highest number of infected by 
BMCFT which is 180 cases of infection. The second highest is 97 

of cow which is infected by JOCFT. Buffalo is a species has less 
infected by suspected disease name LMAT. The goat is a species 
that have most infected by all the suspected disease with the grand 
total of 453 cases infected by suspected disease. Also, it was high-
lighted that BMCFT is the most disease attacked to goat as it stat-
ed 180 cases. Buffalo has least number of species to be infected by 
the suspected disease which it only has three types of disease in-
fected; BACFT, LMAT and JOCFT. 

 
Table 4: The Number of Species and Suspected Disease Cases Reported 

Disease 

Species 

BACF

T 

BMCF

T 

CL

A 

JOCF

T 

MCF

T 

Grand 

Total 

Buffalo 5 - - 4 - 11 

Cow 65 3 - 97 5 193 

Goat 5 180 93 50 104 453 

Sheep - 22 3 3 8 39 

#NULL! - 2 - - - 2 

Grand Total 75 207 96 154 117 698 

4.2. Architecture model of network 

The total of 698 of sample data is divided into two parts which is 
70% of data set has been set up as training, while the rest 30% of 
the data set is set up as testing as shown in Table 5. 

 
Table 5: Data Set Division 

  N Percent 

Sample Data 
Training 502 70.0% 

Testing 194 30.0% 

Total 698 100.0% 

 
From the given data set division of Table 5, the architecture of the 
network is used to specify the neural network architecture in Fig-
ure 7. The network for this model has been built by two inputs, 16 
nodes of hidden layer and one output by using SPSS Neural Net-
work as we want to visualize the model that we use in MATLAB. 
Where the inputs are assign as state (location) and species, and the 
output is S.D (disease). See Figure 7. 

From the Table 6, it shows the summary of architecture model of 
the network shown in Figure 7. In the input layer, there are two 
input covariates which are state and species. The model use 2 
number of nodes (units) in the input layer where the covariates of 
input data are rescaling as normalized where it will normalize the 
input data in the range of 0 to 1 by correction 0.02. 
 

 
Fig. 7: Architecture of the Network. 

 
Table 6: Network Information 

Input Layer Covariates 1 State 

  2 Species 

 
Number of Units 3 

Rescaling Method for Covariates Normalized 

Hidden 

Layer(s) 

Number of Hidden Layers 1 

Number of Units in Hidden Layer 16 

Activation Function 
Hyperbolic 

tangent 

Output Layer 
Dependent Variables 1 

Suspected 

Diseases 

Number of Units 1 
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Rescaling Method for Scale 

Dependents 
Normalized 

Activation Function Identity 

Error Function Sum of Squares 

 
While in the hidden layer of the model, there is only one layer has 
been used in this research. There are three nodes used in the hid-
den layer with the set up of the activation function using Hyper-
bolic tangent. This function takes real-valued arguments and trans-
forms them to the range (-1,1). This function is used for all units 
in the hidden layers. In the output layer, there is only one depend-
ent variable is used which is suspected disease. The data of sus-

pected disease is rescaling as normalization, also in the range 0 to 
1. The activation function links the weighted sums units in a layer 
to the values of units in the succeeding layer. The model in the 
output layer is use identity function or known as a linear fuction in 
the output layer. It takes real-valued arguments and returns them 
unchanged. This is the activation function for units in the output 
layer if there are any scale-dependent variables. and the error 
function used is sum of squares.  

4.3. Analysis of neural network mat lab 

Variety combination and manipulation processes have been con-
sidered to obtain the best performance of the network. The study 
showed that it is better to increase the number of nodes rather than 
add another layer of hidden layer to the network. Since there are 
no theoretical principles for choosing the proper network, then 
there are several different structures were trained. Neural networks 

were trained using different numbers of hidden nodes and learning 
epochs (Ramli, 2014). At the start of the training run, all weights 
and all biases were initialized with random values. During training, 
modifications of the network weights and biases were made by 
back-propagation of the error. When the network was optimized, 
the testing data were fed into the network to evaluate the trained 
network. The hidden neurons were varied from 4 to 20. Finding 
the optimal number of hidden nodes is important since their func-
tion is to detect the relationship between network inputs and out-

puts. If too many hidden nodes are used, the network may be los-
ing its ability to generalize. For the selection of hidden nodes, 
since there are 2 input variables, we believe that neurons in hidden 
layer within the range (2-4) are enough, but we have to increase 
the number of nodes since it could not reach the smallest value of 
RMS error. For the selection of activation function, a sigmoid 
function adopted in the hidden layer while a linear function adopt-
ed in the output layer. In this study, the testing and training data 

are normalized within range of (0, 1). This range would allow 
model prediction of variables higher than the values used in the 
training phase. Prior to training, the connected weights and the 
biases in the model are initialized with random values in the range 
(-1, 1) and the stop criterion is dependent on either minimum 
mean squared error obtained or training iterations reached. 
 

Table 7: Network Parameter 

Network Parameters Optimal Value 

Learning Rate 0.4 

Momentum 0.9 

Error change 1.0e-4 

Maximum epoch 100 

Learning epochs 10 

 
Based on the Table 7, the optimal values for each network pa-
rameter are selected due to allow the network will learn faster. A 
higher learning rate means that the network will train faster. We 
found that learning rate of 0.4 is most possible to train the network 

faster. To keep the learning speed as fast as possible, the learning 
rate is self-adjusted by the network to be 0, 1. The number of it-
erations of the training data, minimize the initial learning rate to 
the lower boundary of the learning rate when gradient descent is 
used. Moreover, we found that when the momentum was 0.9 the 
network could achieve faster convergence and avoid getting 

trapped in a local minimum. Low values of learning rate and mo-
mentum work well in many other applications. However, it should 
be noted that they tend to be application specific. Error procedure 
is used for identifying the number of neurons in the hidden layer, 
since no general guidelines exist for the identification of ANN 
structure for specific applications. The parameters were summar-
ies in Table 7. 

5. Implementation artificial neural network by 

using mat lab 

This part will display and discuss the result from the implementa-

tion of artificial neural network by using MATLAB. The objective 
of using MATLAB is to understand more about how the data was 
trained, how many numbers of nodes in hidden layer are suited to 
be used, what types of activation functions is suitable to use for 
the input data and the output. Before train the data, the data was 
divided into two parts; 2/3 of data from 689 data is consisting as 
training data and the rest of the ratio is act as testing data. The data 
was normalized in range of 0 to 1 and use 20 nodes as the maxi-

mum number of neurons in the hidden layer. We use only one 
hidden layer to train the network since it is more efficient rather 
than using more than one hidden layer. During the training data, 
the progress part will continuously read the training until it 
stopped at the best result of validation. Epoch means the iteration 
of training has been used and stopped at the best result. 

5.1. Number of neurons 

Based on this study, the selection of number of nodes in the hid-
den layer was used by using the implementation of MATLAB. For 
each number of nodes, it undergoes 20 times of network running 
in order to approach the smallest value of RMSE. The optimal 
selection of neurons is 16 neurons in hidden layer as shown in 
Table 7. From the hidden nodes 4 to 18, the RMSE decrease grad-
ually, this might be due to too many hidden nodes are used, hence, 
the network may lose its ability to generalize over trained or over 
forted and inspection of the cross validation set is crucial for the 

detection of this effect. In addition, the transfer function had been 
used in this network is hyperbolic tangent function in hidden layer 
and linear function in output layer. See table 8. 
 

Table 8: RMSE for Every Numbers of Nodes 

No. of Nodes in Hidden layer RMSE 

4 0.289259 

5 0.277413 

8 0.279916 

9 0.290749 

10 0.277169 

12 0.276905 

16 0.275055 

18 0.276369 

5.2. Optimal activation function 

The behavior of an ANN depends on both weights and the input-
output function or we call it as a transfer function. In every node 
of network model, we need a transfer function. Every feed forward 
neural network model often has one or more hidden layers. How-
ever we only use one hidden layer in this case. The combination of 

transfer function allows the network to learn the relationships 
between input and output vectors. See table 9.  
 

Table 9: RMSE Value for Combination of Activation Functions 

Activation-Transfer Function RMSE 

Logsig- Purelin 0.276191 

Logsig-Logsig 0.279868 

Tansig-Purelin 0.275055 

Tansig-Tansig 0.279378 

Logsig-Tansig 0.277455 

Tansig-Logsig 0.279266 

 



International Journal of Engineering & Technology 3261 

 
Based on the Table 9, the selection transfer functions in hidden 
and output layer were considered based on the smallest RMSE 
value that we have got by using implementation of MATLAB. We 
were using 16 nodes for every combination since we already got 
the smallest value of RMSE for tansig-purelin. Although, we had 
undergo about 20 times trials for each combination of transfer 
functions with different nodes in order to obtain the smallest value 
of RMSE. However, only a combination of transfer functions with 

a specific number of nodes got the smaller value of RMSE com-
pare to any trials of other the final result. Thus, we obtain the best 
transfer function is tansig (hyperbolic tangent) in hidden layer and 
purelin (linear function) in output layer with 16 nodes in hidden 
layer. 

5.3. The mapping of animal disease prediction 

The Geographical Information system provides the map to locate 

the infected veterinary disease all over Peninsular Malaysia. The 
figure below shows the dominant veterinary disease that is infect-
ed at specific location. See Figure 8. 
 

 
Fig. 8: The Mapping Predicted Disease in Malaysia. 

5.4. Prediction of disease for both location and species 

For prediction of disease in both condition which is location and 
species, we obtain the classification of predicted disease by using 
SPSS Neural Network. The data was divided by two parts which 
is 70% of data is observed as training sample and 30% of data is 
observed as testing sample. The prediction of disease is observed 
by both training and testing sample. 
 

Table 10: Prediction Of Disease for Both Location and Species 

Classification 

Sample 
Observe

d 

Predicted 

JOCF

T 

LMA

T 

CL

A 

BMCF

T 

MCF

T 

BACF

T 

% 

Correc

t 

Trainin

g 

JOCFT 57 0 0 18 19 12 53.8% 

LMAT 12 0 0 12 0 2 .0% 

CLA 0 0 0 61 7 0 .0% 

BMCFT 2 0 0 109 20 0 83.2% 

MCFT 5 0 0 54 21 0 26.2% 

BACFT 33 0 0 5 0 18 32.1% 

Overall 

Percent 
23.3% .0% .0% 55.5% 14.3% 6.9% 43.9% 

Testing 

JOCFT 24 0 0 7 9 8 50.0% 

LMAT 11 0 0 12 0 0 .0% 

CLA 0 0 0 27 1 0 .0% 

BMCFT 1 0 0 65 8 0 87.8% 

MCFT 0 0 0 22 15 0 40.5% 

BACFT 14 0 0 0 0 5 26.3% 

Overall 

Percent 
21.8% .0% .0% 58.1% 14.4% 5.7% 47.6% 

 

Table 10 shows the prediction of disease for both training sample 
and testing sample. It shows the comparison of percentage value 
of disease prediction with the percentage value for the actual of 
disease. From the table, we can observed that the highest percent-
age of correct disease is BMCFT for both training and testing 
sample which are 83.2% and 87.8% The second highest for correct 
percentage is JOCFT for both sample 53.8% and 50.0% . Other 
than that, The third highest of correct percentage for training sam-

ple is BACFT, 32.1%, while for testing sample is MCFT 40.5%. 
For the predicted classification of disease, we observe that 
BMCFT for both sample has the higest percentage of predicted 
disease. The second highest predicted is JOCFT for both sample. 
The third highest predicted is MCFT for both sample and the least 
percentage for predicted disease is BACFT. Hence for both obser-
vation of predicted percentage and correct percentage, we can 
conclude that, BMCFT has the highest percentage for both per-

centage compare to other disease. Thus, we can predict that 
BMCFT has the highest cases compare to other diseases. 

5.5. Comparison RMSE performances 

This part will discuss about the comparison of ANN result with 
the previous study of Genetic Algorithm (Rusli, 2014, Alias et al., 
2014) based on the same problem of animal disease. See Table 11.  
 
Table 11: Comparison of Performance Analysis between ANN and Genet-

ic Algorithm 

Measurement ANN Genetic Algorithm 

Mean Square Error (MSE) 0.0756 0.325 

Root Mean Square (RMSE) 0.275 0.570 

 

Based on Table 11 above, the comparison MSE between ANN and 
genetic algorithm show the difference values of error. ANN has 
less value of error than the genetic algorithm means we can con-
clude that ANN is a superior method compare to method of genet-
ic algorithm. 

5.6. Comparison RMSE performances between software 

Table 12 shows the comparison of ANN by using MATLAB and 

SPSS software. The MSE and RMSE show the differences of 
values for both MATLAB and SPSS where the SPSS has a small-
est value of error compare to MATLAB means SPSS is the best 
software to use of neural network. See Table 12.  
 

Table 12: Comparison of Performance Analysis between Software 

Measurement ANN MATLAB ANN SPSS 

Mean Square Error (MSE) 0.0756 0.05133 

Root Mean Square (RMSE) 0.275 0.2266 

6. Conclusion and future research 

First of all, the objective of this study is to develop the ANN on 
some parameter identification that has been successfully devel-
oped which is disease, species and location. These two data of 

species and location are recognized as input data. While, the sus-
pected disease data are observed as the target of output. Besides, 
the mathematical modeling of ANN is derived based on the archi-
tecture and method of ANN. The RMSE of ANN with the smallest 
value is obtained by using the implementation of programming of 
MATLAB. The best result of RMSE is obtained when we used 16 
nodes in the hidden layer with a combination of transfer functions 
which is a tangent hyperbolic function in the hidden layer and 

linear function in the output layer. It is done after undergoing 20 
times of trials for different nodes and different combination of 
transfer functions. 
The implementation of ANN by using SPSS and programming of 
MATLAB is successfully built with the obtaining results that have 
been discussed in chapter 4. From the analysis obtained, goat is 
the species that has a lot of infected disease reported. While Johor 
is the location has most infected disease area. The main focuses of 
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this research is to predict the animal disease based on locations 
and species. Hence, the results obtained show the Brucellosis spe-
cies which are BMCFT, it is the most infected disease detected at 
almost all locations and species. Last but not least, the result is 
comparing the RMSE of ANN method with RMSE of genetic 
algorithm with the same parameters of animal disease. The result 
shows that the RMSE of ANN has less value of the error which is 
0.275 compare to the genetic algorithm which is 0.570. Hence, we 

can conclude that the ANN method is a superior method compare 
to genetic algorithm. Lastly, with the same parameter, 16 nodes in 
only one hidden layer, same transfer functions and other compo-
nent, we can compare the RMSE value of ANN that implemented 
by using MATLAB with the RMSE of SPSS Neural Network. 
From the result obtain shows that SPSS Neural Network is the 
best software compare to ANN MATLAB with obtaining less 
value of MSE 0.05133 and RMSE 0.2266. The neural network 

technique is used to model non-linear problems and predict the 
output values for giving input parameters. Most of the infected 
diseases and the related veterinary cases are non-linear in nature 
and hence, neural network is finding application in veterinary. 
Since neural networks are known to be good at solving classifica-
tion problems, it is not surprising if this research has been done in 
identification and classification. Therefore, the recommendation 
for further study of this animal disease, we suggest to add more 

parameter to get a more accurate result, such as the parameter of 
time and temperature, which is we can predict the future time of 
disease will occur and to predict a better temperature for habitat, 
hence to maintain the population of the species. Then, from the 
previous study of genetic algorithm, it is better if we use a huge 
data to obtain the optimal solution and it is desirable to maintain 
the population size as large as possible not only use a slight num-
ber of cases and parameter. Besides, the weakness GA method is 
using the limited data set in the previous study.  
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