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Abstract 
 
This paper focuses on the interleaving techniques used in Turbo codes in wireless communications. The performance of turbo codes is 
measured in terms of Bit Error Rate (BER) versus Signal to Noise Ratio (SNR) and the number of iterations. It tends to increase with 
better interleaving, better encoding and decoding algorithms. This paper presents the concepts of turbo coding, different interleaving 

methods and decoding techniques. 
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1. Introduction 

Turbo codes are among the latest state of the art techniques for 

Forward Error Correction (FCC). It was with the help of these 
codes that the channel capacity advanced to the next heights [1] 
[2]. 3G and 4G mobile communications use turbo codes. They are 
also used in deep space satellite communications and are also used 
in applications where reliable information is transferred over 
bandwidth or latency constrained communication in the existence 
of data corrupting noise [3]. 
From 1948, researchers were trying to design codes close to chan-

nel capacity. The problem was if there was a very random like 
code which does not have any decoding structure, then the decod-
ing complexity is very large. So the challenge is to design a code 
which has enough randomness into it along with enough structure, 
which can be exploited for decoding the code. The turbo codes are 
class of codes which are random, because of an inherent interleav-
er structure, fitted in the parallel concatenation structure. There is 
enough structure in the code which allows one to do efficient de-

coding of these error correcting codes. 
 

 
Fig. 1: Turbo Encoder. 

 

An encoder of a turbo code consists of parallel concatenation. The 

Turbo encoder is better explained with the help of conventional 
block diagram depicted in figure 1. The turbo codes have a rate 
half-convolutional code with the input as the message denoted by 
u. The input is also fed to the interleaver block, the output of 
which is fed to rate half convolutional code. The first block keeps 
both the systematic version and the parity, whereas the lower 
block keeps on the parity. The terminations are generated at the 
outputs in the form of parity bits [4]. Nominally, this becomes a 

rate one third turbo code. If the termination is accounted, there 
will be a slight reduction of one third in the rate. Usually k will 
have to be large, at least 50, 100 for obtaining meaningful results 
[5]. To get higher rate codes like rate half, puncturing would be 
used. There are puncturing patterns that are possible depending on 
target rate.  For rate half, there is a standard puncturing pattern in 
which all the odd-numbered bits from one parity are kept together 
and all the even numbered bits are kept in the other parity. The 

crucial point is both these blocks have to recursive systematic 
convolutional encoders. 
Initially proposed turbo codes use systematic convolutional en-
coder. Subsequently researchers have also worked on designing 
design of non-systematic turbo codes but the ones, which were 
initially proposed in 1993 by Berrou et al, used systematic convo-
lutional encoder. The third thing to note very crucial is the use of 
recursive encoders. The recursive encoders are feedback encoders. 

So there is a feedback from the output to the input. There is a 
feedback from the output going to the input there is a feedback 
from the output going to the input. Larger the minimum distance 
better is the error correcting capability of the code. 
The prime components of the turbo encoder are, first thing is the 
concatenation of two or more encoders in a parallel fashion as 
opposed to serial concatenation. In serial concatenation what hap-
pens is, there are bits coming to the output of first encoder, which 
are fed as input to the second encoder. The interleaver just per-

mutes the bit. So some bits which were there in, let's say bit loca-
tion 1, maybe put in bit location 56 and it just shuffles bits here. 
Now the design of interleaver and the role of interleaver is very 
crucial for turbo codes. 

http://creativecommons.org/licenses/by/3.0/
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Fig. 2: Bit Error Rate Performance versus Signal to Noise Ratio. 

 

In figure 2, the graph represents the bit error rate performance 
versus signal to noise ratio for a rate one third turbo code and for a 
block size more than 65000 is plotted. So there is a region where 
there is a steep fall in bit error rate performance. And this region is 
called waterfall region. And then there is a region where there is 
hardly any improvement in bit error rate in spite of increasing the 
signal to noise ratio is known as error floor region. Now perfor-
mance in the waterfall region is governed by the convergence 
behavior of the constituent encoders under iterative decoding algo-

rithm. And performance in the error floor region is governed by 
the distance spectrum of the turbo codes. 
 

BER =
1

2
erfc(√Eb/N0)                                                               (1) 

 
So typically, the constituent encoders the convolution constituent 

encoders that gives good performance are the ones which have 
short constraint length typically 3 4 like memory 3 memory 4. 
These are the ones that give good performance. If we use a more 
stronger code with memory 5 6 then typically the performance in 
the waterfall region is not good. Now what is being shown in fig-
ure 1 is a parallel concatenation of [2] encoders. These [2] encod-
ers can be the same encoders or they could be different. So if the 
constituent encoders are same we call it a symmetric turbo code 

and if these constituent encoders are different we call it asymmet-
ric turbo code. 
Choice of recursive and systematic encoders is very crucial be-
cause for a recursive encoder a weight 1 pattern cannot terminate 
an encoder, whereas for a feed forward encoder a weight 1 pattern 
can terminate the encoder. That's why we should use a recursive 
encoder and systematic encoders help in initial performance in 
waterfall region and that's why they are preferred over non-

systematic encoders. Especially if performance in the waterfall 
region is of interest. The process of removing some information 
bits and not sending them is called as puncturing. So in order to 
get higher rates, one can do puncturing to get higher rate codes. 
Bits can be punctured from the parity sequence to produce higher 
code rates. Puncturing of the information bits can also be done. 
The encoder diagram in figure 1 uses 2 encoders and 1 interleaver. 
This structure can be extended for multiple encoders and multiple 
interleavers. 

 

 

Fig. 3: Multiple Turbo Code. 

 
The figure 3 depicts [2] encoders and 1 interleaver can be extend-
ed for multiple encoders and multiple interleavers. So this will 
result in a rate 1 by 4 multiple turbo code. And there are class of 
interleavers like S random interleavers which imposes some addi-

tional constraints which will allow that two adjacent bits are at 
least spread by some amount. 
Interleave coding is an essential way to hide the transmission er-
rors or to fix the errors when they appear. Transmission errors 
appear during bursts [6]. During the transmission, if any word of a 
sentence consists of bursts of errors, then instead of removing the 
entire word, a couple of letters would be taken out from each 
word. The decoder would recompile the sentence the same way it 

was sent [7]. 

2. Types of interleave 

2.1. Block interleave 

In this interleaving technique, the incoming message bits are orga-
nized into a 2D array with m rows and n columns with the data 
bits occupying the rows first [6]. The de-interleaving process 
comprises of unravelling the columns first to get the original in-
formation. Equation 1 depicts the indexing function of the block 
interleaver. 
 

dIB(j) = nj + ([
j

m
]) mod A                                                          (2) 

 
Where [y] is the largest integer <y, A = m x n (row size multiplied 
by column size) 

2.2. Linearized interleave 

The interleaver finds it difficult to use the floor function which 
makes it difficult to analyze the floor function [8]. The linearized 
interleaver was introduced having the index function, 
 
dIN(j) = pj + q mod LM                                                              (3) 

 
Where p, q:  fixed integers in such a way that p is relatively prime 
to N 
 
HCF (p,L) =1. 

 
Index k is the angular coefficient of the linear interleaver. The 
number of solutions for the interleaving functions is only one and 
therefore it described the proper permutation which has one to one 
mapping of elements. For any τ, unique value of t exists. Large 
values of dmin are generated using these interleavers but they fail 
to produce low multiplicities. The block inteleavers produce good 
values of dfree, but it fails to produce the posterior part / thin spec-

trum. 

2.3. S-random interleaves 

The performance of the turbo codes is improved by the introduc-
tion of the S-random interleavers [9]. This interleaver especially 
affects the error floor region. The input and output indices that are 
close are neglected in this interleaving technique. The test condi-
tion for the random interleaver is depicted below dI(i) is the ran-

domly selected index. 
 
|dI(j) − dI(l)|  ≥  T, for all j – S < l < I                                       (4) 

 
If this condition of choosing index fails anywhere then that is 
castoff and a different one is selected. This process continues until 
all the N indices are chosen. By aggressively choosing the pa-
rameters the algorithm is not complete successfully as it results in 
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the increase of the search time with S and T. However values of S, 
T < √ (L/2) complete within the reasonable time. 

2.4. Quadratic interleaves 

The quadratic interleavers differ in the way of implementation but 
are exactly similar to that of the random interleavers [9]. The 
quadratic indexing is depicted below: 
 

dIN
(i) =  

ki(i+1)

2
 modL                                                                 (5) 

 
Where k represents odd constant. Like the random interleavers, 
the quadratic interleavers also work well in the error floor region. 

The advantage they possess over the random interleavers is the 
fast algorithm formulation. The access of look-up tables are also 
redundant in these techniques. 

2.5. Dithered relatively prime (DRP) interleaves 

Dithered Relatively Prime Interleavers are a special designed in-
terleavers. These were invented by Crozier and Guinard. Combin-
ing simpler component interleavers, DRP interleavers form a 
prevalent and operational interleaving method [10]. This inter-

leaver is generated by a global permutation operation and two 
local dithering operations. This makes the interleaver represent as 
a combination of short trajectories. The overall calculation of the 
interleavers takes less memory than the counterparts even though 
the central interleaver is calculated recursively. 

2.6. Convolutional interleave 

In the convolutional interleaver, the input data is fed to a series of 

shift registers [11] [12]. The internal schematic is represented in 
the figure below: 
 

 
Fig. 4: Convolutional Interleave. 

 
D (1), D(2) .. and so on are the shift registers. The delay produced 
by each of the shift registers is fixed. The outputs of the shift reg-
isters are fed to the outputs one after the other. 

3. Turbo decoder 

 

Fig. 5: Turbo Decoder. 

 
The figure shows the block diagram of turbo decoder. In the archi-
tecture, the main blocks are the [2] decoders which correspond to 
the 2 encoders depicted in the encoder diagram. These two decod-
ers come under the category of soft inputs soft output decoder. 

The term soft inputs soft output decoder means that this decoder 
receive real values, in contrast to that of the encoded binary values. 
The values are not quantized to 0s or 1s.the received signal is a 
noisy sequence directly from the channel. Here, the decoder pro-
duces not only the decision about whether the bit it thinks is 1 or 0 
as output, but also provides information about the probability of 
the bit to be 0 or 1. That is the reason why the input and the output 
are labelled as soft, as opposed to hard decoder where the output 

would have been just 0s and 1s.  
In the encoder discussed in section I, the information sequence 
was permuted using an interleaver, and the interleaved signal was 
sent to the second encoder. A simple encoder produced 3 outputs, 
first the information bits, second the parity bit coming out from 
the first encoder and the third, the parity bit coming out of the 
second encoder. After these bits pass through the channel, noisy 
version of the information sequence reaches the receiver. 
In the decoder structure presented above, each decoder decodes 

the bits encoded by the two encoders encoded at the transmitter 
part. The decoder 1 takes the received information bits as input 
and the received parity bits. 

 xn is the received information bit 

 y1n is the received parity bit corresponding to the encoder 1  

 y2n is the received parity bit corresponding to the encoder 2 
The second decoder get the parity bits of encoder 2 ad the direct 

input, the interleaved version of the parity bits corresponding to 
the encoder 1 and finally the interleaved version of the output of 
the first decoder [13]. This is done to reciprocate the process that 
the signal underwent during the time of encoding. 
Y1n and y2n are the two inputs to the decoder from the channel.  
The third input to the decoder is the output of the second decoder. 
This is a prior knowledge about the information sequence. Now 
initially when the decoding starts, no prior knowledge about the 

information bit is present. So it is assumed that the information bit 
is equally likely to be zero or [1] and the likelihood in this case is 
equal [14]. Considering the outputs of decoder 1, one of the output 
is called extrinsic information as the decoder based on the Trellis 
structure of the convolutional code computes this information. 
This output is fed as a prior knowledge to the second decoder. So, 
there are 2 decoders which are working independently but one 
decoder, once it decodes information sequence, passes some in-
formation to the other decoder, which is the probability likelihood 

of the bit being 0 or 1. So the other decoder will take the infor-
mation as an input and then re-computes its probability and then it 
again re-computes some new probabilities of bit being 0 and 1 and 
this information is passed back to the first decoder. This infor-
mation exchange repeats until both the decoders converge to par-
ticular decision. The inclusion of the interleavers in the decoder is 
to ensure that the order of the bits to the decoder blocks stay in 
sync with the encoder blocks. Finally, the input data is obtained by 

de-interleaving the output of the second decoder. 
Because the decoder is comprised of two constituent modules, it is 
twice as complex as a conventional decoder when performing a 
single iteration.  Two iterations will require twice the computation, 
rendering it four times as complex as a conventional decoder.  
Performing 10 – 20 iterations will impose substantial latency.  For 
many applications, the delay is an acceptable price to pay for the 
bit error rate turbo codes deliver.  But for others, such as voice or 

real-time applications, the delay of output data is prohibitive.   

4. Conclusion 

With the advent of 3G and 4G wireless communications, a data 
rate of about a few Giga bits per second is feasible and provided to 
the wireless user. When the data rate is in this scale, the channel 
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capacity is crucial. To sustain the channel noise the power used in 
the check bits directly affects the usage of wireless equipment and 
also the success of any wireless application. When this parameter 
contradicts with bit error rate, things become more difficult to a 
designer. This is why about twice the power that was specified 
theoretically was utilized to attain theoretical channel capacity. 
Turbo codes overcome this limitation to some extent by using 
recursive coders and iterative soft decoders. The limitations of 

turbo codes include relatively high decoding complexity and high 
latency. Different interleavers that can be incorporated to get even 
better performance are presented. The decoding procedure was 
elaborated. Latest improvements and possible extensions are pre-
sented. 
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