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Abstract 
 

This research article uses Matrix Calculus techniques to study least squares application of nonlinear regression model, sampling distribu-

tions of nonlinear least squares estimators of regression parametric vector and error variance and testing of general nonlinear hypothesis 

on parameters of nonlinear regression model. Arthipova Irina et.al [1], in this paper, discussed some examples of different nonlinear 

models and the application of OLS (Ordinary Least Squares). MA Tabati et.al (2), proposed a robust alternative technique to OLS non-

linear regression method which provide accurate parameter estimates when outliers and/or influential observations are present. Xu Zheng 

et.al [3] presented new parametric tests for heteroscedasticity in nonlinear and nonparametric models. 

 
Keywords: Nonlinear regression model, Residual form of Squares, error variance, Least Squares Estimator, Parametric vector, variance-Covariance 

matrix, OLS. 

 

1. Introduction 

This One of the most common situations of statistical analysis in 

Business, Economics, Engineering, Physical Sciences is likely to 

lead to a nonlinear regression model. Generally, the models to be 

obtained as solutions of differential equations arising in Physical 

Sciences, Engineering, Ecology and Business Economics are some 

examples of nonlinear models. Several Nonlinear Regression 

models may be classified into three types namely, Univariate Non-

linear Regression Models, Multivariate Nonlinear Regression 

Models and Nonlinear Simultaneous Equations Regression Mod-

els. Among these nonlinear regression models, the Univariate 

Nonlinear Regression Models have a wide number of applications 

in practice than other types of nonlinear regression models. 

2. Least Squares Application Of Nonlinear 

Regression Model 

For a sample of „n‟ observations, consider a univariate nonlinear 

regression model with an additive error as  

 i i iY f X , , i 1,2,....,n   
                                             (2.1) 

where iX  is a k-component vector denoting the 
thi observation on 

k independent variables; iY  is 
thi observation on dependent varia-

ble and 


is a p-component parametric vector;
 f .

 is a nonlinear 

function and the error i  is independently identically distributed 

with mean zero and unknown constant variance 
2 . 

For instance, a response function with k 3 and p 4 , is given by   

  3 3X

1 1 2 2 4f X, X X e
     

 Such that 

  
 i i iY f X , , i 1,2,....,n   

 

Or 
3 3iX

i 1 1i 2 2i 4 iY X X e , i 1,2,...,n
         

Here, 
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The set of „n‟ nonlinear regression equations in (2.1) can be writ-

ten in a convenient vector form as 

 
n k p 1 n 1n 1 n 1Y f X , 
    

 or 
 Y f   

 

Where 

1

2

n n 1
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Y
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Y
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 
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n n 1
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.
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 
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 
 
 
 
    

Let  

     i

j
n p

F f f X ,  
 



   
          , where i is the 

row index and j is the column index,  i=1,2,…,n and j=1,2,…,p. 
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Assuming that 
 f X,

is twice continuously differentiable on  , 

where   , by applying Taylor series expansion to linearize the 

nonlinear function  f X,
, one may obtain for 

0 
as 

       0 0 0f f F      
 Where 

 

 

 

 

0

1

0

2

0

0

n
n 1

f

f

f .
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f


 
 
 
 

  
 
 
 
  








and  

   0 0F f 





  

By the least squares estimation, the estimator ̂  minimizes resid-

ual sum of squares 
 ˆR 

 over the parametric space ,  Con-

sider the least squares residual sum of squares 

as
     ˆ ˆ ˆR Y f Y f  

     
    .   If  

 ˆR 
 is once continuously 

differentiable on some open set 
0  with

0   , then 
̂

 

satisfies the set of normal equations  
   ˆ ˆF Y f 0    

   

 
 ˆR 0at anylocaloptimum

ˆ




 
 

   

In the nonlinear regression analysis, the least squares residuals are 

orthogonal to the columns of the Jocobian of 
 f 

evaluated 

at
ˆ  , namely,   

   ˆ ˆF Y f 0    
   

Here, 
 f 

 is an 
 n 1

vector valued function or a p-dimensional 

argument


. The Jacobian of  f 
evaluated at 

ˆ   is 

 n p
matrix,   which is given by, 

 

 

     

     

     

1 1 1

1 2 p

2 2 2

1 2 p

n n n

1 2 p

ˆ ˆ ˆf f . . f

ˆ ˆ ˆf f . . f

ˆf
. . .

. . .

ˆ ˆ ˆf f . . f

  
  

  
  




  
  

   
   
 
   
 
    
 
 
 
   
 
      

Thus, the least squares estimator of the unknown parameter   in 

the nonlinear model 
 Y f   

 is the  p 1
vector ̂  that will be 

obtained by solving the set of nonlinear normal equations,  

   ˆ ˆF Y f 0    
  . Further, the estimate of the error variance corre-

sponding to the least squares estimator ̂  is 

  

 ^
2 2

ˆR
S

n p


  

 ,   where 
     ˆ ˆ ˆR Y f Y f  

     
     

3. Sampling Distributions of Nonlinear Least 

Squares Estimators of Regression Parametric 

Vector   and Error Variance 2  

Consider the nonlinear model 

 
p 1 n 1n 1 n 1Y f  
   

                                                                    (3.1) 

The least squares estimator of the unknown parametric vector 


 

is ̂  that minimizes the residual sum of squares 

     ˆR Y f Y f                                                                   (3.2) 

    Under asymptotic normality theory, it can be easily shown that 

 
1

p

1ˆ F F F O
n

  
  

     
                                                        (3.3) 

And  

 
1

^
2 2

p

I F F F F 1
S O

n p n

 


          
                               (3.4) 

where,  
   F F f 




 

  is the matrix with typical row 

 if X ,




 . 

Here, 
p

1
O

n

 
 
   and 

p

1
O

n

 
 
   denote matrix valued random varia-

bles 
n p

1
X O

n

 
  

   and 
n p

1
X O

n

 
  

   with the property that each 

element ijnX
 satisfies 

ijn

n
n

X
Lim p 0

a




 
  

  , for any 0  ; and 

 na
 is some sequence of real numbers such that 

n

1
a

n


 or 

n

1
a

n


. 

These expressions suggest that a good approximation to the joint 

distribution of 
 2ˆ,S

 can be obtained by ignoring the terms 

p

1
O

n

 
 
   and

p

1
O

n

 
 
  . 

Thus, one may obtain, 

 
1ˆ F F F  


  
                                                                    (3.5) 

And 

 
1

2
I F F F F

S
n p

 
   

 
                                           (3.6) 

By assuming normality of the errors , one may have approxi-

mately the multivariate normal distribution for 
̂

 as 

 
asy

12

p
ˆ N , F F~  

 
                                                                (3.7) 

i.e., ̂  has the asymptotically p-dimensional multivariate normal 

distribution with mean vector   and variance – covariance ma-

trix
 

12 F F



. 

Further

 
 

2 asy
2

n p2

n p S
~






 
 
                                                         (3.8) 

Here, ̂  and 
2S  are independent, so that the joint distribution of 

 2ˆ,S
 is the product of marginal distributions. Since, 

̂
 con-

verges almost surely to


; 
2S  converges almost surely to

2 ; 

   1 ˆ ˆF F
n

 
   

     converges almost surely to a matrix Q; and 
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 ˆn  
 is asymptotically distributed as the p-dimensional 

multivariate normal distribution with mean zero and variance - 

covariance matrix 
2 1Q 

 

i.e.,
   

asy
2 1

p
ˆn N O, Q~   

                                               (3.9) 

In the applications, 
 

1
F F




 can be approximated by the matrix  

   
1

ˆ ˆ ˆF F  



         
                                                                (3.10) 

and  
   1ˆ ˆ ˆQ F F

n
 

   
                                                   (3.11) 

One may get,  
 2

p
ˆ ˆN ,S~  



      or       

1
2

p

1ˆ ˆN ,S Q
n

~ 
   

  
    

and 
   

1
2

p
ˆ ˆn N O,S Q~



 
or  

   2

p
ˆ ˆn N O,S n~



  
 

Sometimes, 

 *
2

ˆR

n


 

 may be used as an estimate of 
2  instead 

of
2S . 

4. Testing General Nonlinear Hypothesis on 

Parameters of Nonlinear Regression Model 

Consider the nonlinear regression model in vector notation as  

 Y f   
                                                                              (4.1) 

such that 
 2

n n~ N O, I 
. One may wish to test the hypothesis as  

   0 1H :g 0 ~ H :g 0  
.where 

 g 
 is continuously dif-

ferentiable function mapping 
p

 into 
q

 with Jacobian  

   G g 





  which is 
 q p

 matrix. When  G 
is evaluated 

at 
ˆ  , one may denote 

 ˆ ˆG G 
 and 

 G G 
. Under as-

ymptotic normality theory 
 ˆg 

 may be characterized as  

     
1

p

1ˆg g G F F F O
n

  
  

     
                                               (4.2) 

Where
 F f 






 . Ignoring the remainder term, an approximate 

distribution of 
 ˆg 

 is given by  

     
12

q
ˆg N g , G F F G~  

  
                                                  (4.3) 

One may obtain approximately the distribution as  

     
1

1

2

q2

ˆ ˆg G F F G g
Noncentral~

 





            

 
 
                                          (4.4) 

with non -centrality parameter 

     
1

1

2

g G F F G g

2

 





          

                                      (4.5) 

Since, 

  2

2

n p S



 
 
   is distributed independently with ̂  as the

2

n p  , 

one may have, 

     
     

1
1 2

q,n p2 2

ˆ ˆg G F F G g q
NoncentralF

n p S n p
~

  








            
 

    
                            (4.6) 

with non-centrality parameter  . 

     
 

1
1

q,n p2

ˆ ˆg G F F G g
NoncentralF

qS
~

 






              
 
                      (4.7) 

with non-centrality parameter  .In applications, G and 
 

1
F F




 

can be replaced with the corresponding estimations  G  and 
̂

   

where 
     

1

ˆ ˆ ˆF F



 
    

   

Now the Wald test statistic for testing H0 against H1, is given by 

   
  

1

2

ˆ ˆ ˆ ˆ ˆg G G g

W F q, n p
qS

'


             

                                             (4.8) 

Remark: Suppose that one may fit the model as 
ˆe F  by 

the least squares and one may wish to test the hypothesis 

   0 1
ˆ ˆ ˆ ˆH : G g H : G g     

 

To test the H0, the F – test statistic may be used as 

     
1

1

ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆˆ ˆG g G F F G G g q

F
ˆ ˆˆ ˆe F e F n p

' '


              
       

                                        (4.9) 

Since, 
 ˆ ˆR 2 Fe ,


  

  one may have  

1

ˆˆ ˆ ˆF F F e' '


 
  

   and F – 

test statistic is given by 

   
 

1

2 q, n p

ˆ ˆ ˆ ˆ ˆg G G g

W F
qS

'


  

       
     

                                  (4.10) 

5. Conclusion  

In the above discussion some applications of nonlinear regression 

models has been presented. Sampling distribution of nonlinear 

least squares estimator has been given for testing general nonline-

ar hypothesis on parameters of nonlinear regression model. Using 

principles of matrix calculus least squares estimator of unknown 

parameter of a nonlinear regression model has been obtained. 
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