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Abstract 
 

In this research paper various new advanced inferential tools namely modified likelihood ratio (LR), Ward and Lagrange Multiplier test 

statistics have been proposed for testing general linear hypothesis in stochastic linear regression model. In this process internally studen-

tized residuals have been used. This research study has brought out some new advance tools for analysing inferential aspects of stochastic 

linear regression models by using internally studentized residuals. Miguel Fonseca et.al [1] developed statistical inference in linear mod-

els dealing with the theory of maximum likelihood estimates and likelihood ratio tests under some linear inequality restrictions on the 

regression coefficients. Tim Coelli [2] used Monte carlo experimentation to investigate the finite sample properties of maximum likeli-

hood (ML) and correct ordinary least squares (COLS) estimators of the half –normal stochastic frontier production function. In 2011, p. 

Bala siddamuni et.al [3] have developed advanced tools for mathematical and stochastic modelling. 
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1. Introduction 

In spite of the availability of highly innovative tools in Mathemat-

ics, the main tool of the Applied Mathematician remains the sto-

chastic regression model in the form of either linear or nonlinear 

model. More importantly, mastery of the stochastic linear regres-

sion model is prerequisite to work with advanced mathematical 

and statistical tools because most advanced tools are generaliza-

tions of the stochastic linear regression model. The various infer-

ential problems of stochastic modelling are considered to be es-

sential to both theoretical and applied mathematicians and statisti-

cians. The selection between alternative models is an important 

problem in stochastic modelling. Specification of the stochastic 

regression model is an important stage in any stochastic linear 

regression analysis. It includes specifying both the expectation 

function and the characteristics of the error. The various Mis-

specification tests and testing general linear hypothesis in the sto-

chastic linear regression models were studied by many mathemati-

cians and statisticians. Most of these people have proposed their 

tests in stochastic linear regression models by using some inferen-

tial criteria. A cursory glance at the recent literature on Model 

Building clearly suggests a significant shift in the level of mathe-

matical and stochastic rigor brought at research efforts concerning 

Model Building. A more careful inspection shows that this trend 

has not been uniform across in the literature. In particular, while 

mathematical and stochastic modeling efforts in certain fields of 

science and technology have been appreciable, other research 

fields of science remain under developed. Successful Mathemati-

cal and Stochastic Model buildings are not a collection of simple 

mechanistic and routine techniques but more of an art requiring 

wide-ranging knowledge and judgement. In the stochastic model 

building, the most difficult problem is the specification of the 

stochastic model. Under the problem of mis-specification of the 

stochastic regression model, first task is that what set of regressors 

have to be included in the model; and the second task is that in 

which mathematical form of the regressors are to be included in 

the model. 

2. Likelihood Ratio Test for Testing General 

Linear Hypothesis using Internally Studen-

tized Residuals 

Consider the general linear hypothesis about  in the standard 

stochastic linear regression model y x  with 
2

nN 0, I ,     

as 

 0 m k k 1 m 1H : R r  
 

Where R is a (mxk), (m<k) matrix of known constants and r is a 

(mx1) vector of known constants. 

The multivariate probability density function of error vector  is 

given by 
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 The multivariate probability density function Y conditional on X 

is given by 
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is known as the Jacobian of transformation for  to Y.  Here, 

Y



  is the absolute value of the determinant obtained from (nxn) 

matrix of partial derivatives of elements of  with respect to the 

elements of y. Further the matrix Y

  
  
    is identify matrix, 

 i.e.,  
1

Y




 .  

Now, the eLog
- likelihood function is given by 

     2 2

2

n n 1Yln L , ln f ln f ln 2 ln
X 2 2 2

          
  

   2
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ln 2 ln Y X Y X
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  

By the maximum likelihood method of estimation, the first order 

conditions give the maximum likelihood estimates of 


 and 
2  

as 

 
1ˆ X X X Y


  
                                                                           (2.4) 
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Here, 
ˆe Y X   

   is the OLS residual vector. The unrestricted 

maximum likelihood function can be expressed as  
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          where 

n

22 e
C

n


 

  
   is constant 

Here, e e is the unrestricted OLS residual sum of squares, under 

general linear hypothesis 0H : R r 
, the restricted maximum 

likelihood estimates of 


 and 
2  can be obtained as RLS

*
and 

2  

respectively. Write the Restricted Maximum likelihood function as 

 
RLS

* 2L , 
, which can be expressed as 

   
RLS

n
* 2 * * 2L , C e e


  

 , C is constant. Where RLS

* *e Y X  
 is the 

Restricted Least Squares residual vector.  

Now, the likelihood Ratio test statistic for testing 0H : R r   is 

given by 
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By substituting 
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 and 
 

RLS

* 2L , 
 in (2.8), one may obtain, 
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By replacing unrestricted and restricted least squares residuals 

with their corresponding unrestricted and restricted Internally 

Stundentized residuals, one may obtain Likelihood Ratio test sta-

tistic for testing 0H : R r 
 as 

 
* 2R R UR UR

m

R R

q q q q
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q q
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Where, R Rq q  = Restricted Internally Stundentized Residual sum of 

Squares 

UR URq q
= Unrestricted Internally Stundentized Residual sum of 

Squares  

3. Wald Test for Testing General Linear Hy-

pothesis using Internally Studentized Residu-

als 

In testing general linear hypothesis, under 0H : R r  , it can be 

shown that  ˆR r
 follows asymptotically multivariate normal 

distribution with zero mean vector and covariance matrix 

 
12R X X R
  

  . 

Now, the Wald test statistic for testing 0H : R r   is given by 
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Since, the numerator in the test statistic can be expressed as the 

difference between the restricted and unrestricted Least squares 

residual sum of squares and 
2̂  can be replaced with 

e e

n



; Wald 

test statistic can be modified by using restricted and unrestricted 

Internally studentized residual sum of squares, which is given by 
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4. Lagrange Multiplier (LM) Test for Testing 

General Linear Hypothesis using internally 

Studentized Residuals 

The Lagrange Multiplier test is based on the Gradient vector or 

score vector 

   
 2

ln L
G G ,

 
    

  

    One may obtain unrestricted estimator 
 2ˆ ˆ ˆ,   

by solv-

ing
 ˆG 0 

. Here  ˆG 
 shows the score vector evaluated at ̂ . 

The score vector is given by 
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    Under 0H : R r 
, the score vector at the restricted estimator 
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 is given by 

   

  *

RLS

*

* 2 2

X e

G

0

 
     
    and the inverse of the information matrix is 

given by  

 
 

RLS

12

1 *
4

X X 0

I 2
0

n





 
 

   
                                                         (4.2) 

Where RLS RLS

* *e Y X  
 = Restricted Least Squares residual vec-

tor. 

The LM test statistic for testing 0H : R r   is given by 
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By using restricted and unrestricted Internally Studentized residual 

sum of squares, the LM test statistic for testing 0H : R r 
 is 

given by 
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5. Conclusion  

In this monograph LR, Wald and LM test statistics for testing 

general linear hypothesis in stochastic linear regression model 

using internally studentized residuals have been developed This 

work can be extended by developing advanced tools analyze ran-

dom coefficients regression models by using different types of 

residuals other than studentized residuals. 
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