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Abstract 
 

The present study research article proposes a modified test for misspecification of the stochastic linear regression model and a new test 

for predictive accuracy of stochastic linear regression model. In addition to this modified Lagrange Multiplier (LM) test for misspecifica-

tion of stochastic linear regression has been developed. In the derivation of the test statistics internally studentized residuals have been 

used. William A. Branch et.al [1] presented a stochastic non-linear self-referential model in which expectations are based on linear per-

ceptions. I.sh. Torgovitski et.al [2] in this paper discussed the problem of raising the efficiency of the regression coefficients estimation 

as suggested an approach which allows as to reduce mathematical expectations of the square of deviation of the response prediction. 

 
Keywords: Stochastic linear regression model, OLS residuals vector, internally studentized residuals, test statistic, predictive accuracy BLUE, and OLS 

estimator. 

 

1. Introduction 

In spite of the availability of highly innovative tools in Mathemat-

ics, the main tool of the Applied Mathematician remains the sto-

chastic regression model in the form of either linear or nonlinear 

model. More importantly, mastery of the stochastic linear regres-

sion model is prerequisite to work with advanced mathematical 

and statistical tools because most advanced tools are generaliza-

tions of the stochastic linear regression model. The various infer-

ential problems of stochastic modelling are considered to be es-

sential to both theoretical and applied mathematicians and statisti-

cians. The selection between alternative models is an important 

problem in stochastic modelling. Specification of the stochastic 

regression model is an important stage in any stochastic linear 

regression analysis. It includes specifying both the expectation 

function and the characteristics of the error. The various Mis-

specification tests and testing general linear hypothesis in the sto-

chastic linear regression models were studied by many mathemati-

cians and statisticians. Most of these people have proposed their 

tests in stochastic linear regression models by using some inferen-

tial criteria. A cursory glance at the recent literature on Model 

Building clearly suggests a significant shift in the level of mathe-

matical and stochastic rigor brought at research efforts concerning 

Model Building. A more careful inspection shows that this trend 

has not been uniform across in the literature. In particular, while 

mathematical and stochastic modeling efforts in certain fields of 

science and technology have been appreciable, other research 

fields of science remain under developed. Successful Mathemati-

cal and Stochastic Model buildings are not a collection of simple 

mechanistic and routine techniques but more of an art requiring 

wide-ranging knowledge and judgement. In the stochastic model 

building, the most difficult problem is the specification of the 

stochastic model. Under the problem of mis-specification of the 

stochastic regression model, first task is that what set of regressors 

have to be included in the model; and the second task is that in 

which mathematical form of the regressors are to be included in 

the model.  

2. A Modified Test For Misspecification of the 

Stochastic Linear Regression Model based on 

Durbin-Watson Statistic by Using Internally 

Studentized Residuals 

Consider the standard stochastic linear regression model 

1 1 1n n k k nY X     
                                                                 2.1) 

Such that 
 2~ 0, nN I

  

Assuming that the model (6.10.1) is misspecified because of omis-

sion of a relevant independent variable Z from this linear regres-

sion model. One may obtain the Ordinary Least Squares (OLS) 

residuals vector as 

ˆe Y X  
   Where 

 
1ˆ X X X Y


 
  

Also, Internally Studentized residuals are given by 
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Where, 

2ˆ
e e

n k





  and hii: i
th diagonal element in the Hat matrix     

    
1

ijH h X X X X


  
  

Now, arrange Internally Studentized residuals according to values 

in ascending order of excluded independent variable Z.  For 

testing the null hypothesis of mis-specification of the stochastic 

linear regression model because of exclusion of relevant inde-

pendent variable Z, the modified Durbin-Watson test statistic is 

given by 

 
2

1
* 2

2

1

n

i i

i
n

i

i

q q
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
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







  

Here, the subscript i denotes the index of observation and it does 

not necessarily means that the data is time series data. Compare 

the calculated value of d* statistic with its critical value (From 

Durbin-Watson Table for critical values) and draw inference ac-

cordingly. If d* is significant, then one may accept the hypothesis 

of mis-specification of the stochastic linear regression model due 

to exclusion of relevant variable Z. This proposed test may be 

applied by considering each of the excluded relevant independent 

variables. 

3. A New Test for Predictive Accuracy of Sto-

chastic Linear Regression Model Using Inter-

nally Studentized Residuals 

In the stochastic model building, an important characteristic of 

specification of functional relationship is the predictive accuracy 

of stochastic model over various data sets. Consider the standard 

stochastic linear regression model as  

n 1 n k k 1 n 1Y X     
  such that 

 2~ N 0, In 
 

The Ordinary Least Squares (OLS) estimator of 


 is given by  

 
 

1ˆ X X X Y


  
 

   
1

X X X X


  
 

       
 

1ˆ X X X


   
 

Suppose that there is an additional set of r observations 
 r k

are 

available on all Y and X’s variables. For these new set of r obser-

vations, one may specify the same specification of stochastic line-

ar regression model as 

r 1 r k r 1

* * *

k 1Y X
    

, such that 
 * 2~ N 0, In 

 

One may obtain the OLS forecast for 
*Y  as 

* * *ˆŶ X 
, where 

 
1

* * * * *ˆ X X X Y
 

 
 or 

 
1

* * * * *ˆ X X X
 

  
 

Now, the OLS forecast error is given by  

* * * * * * *ˆˆe Y Y X X      
 

   
1

* * * * * * * *X X X X X X
 

   
 

           
 

1
* * * * * * *e X X X X

 
   

 

One may have, 

*E e 0     and 

     
1 1

* * * * * * * * * * * * *Var e E X X X X X X X X
    

         
        

   
1 1

* * * * * * * * * * * *E X X X X E X X X X
                 

   
1

* 2 * * * *

rVar e I X X X X
     

   [  Cross product terms vanish] 

Since, 
 * 2

r~ N 0, I 
, 

*e  follows 
 2 *N 0, H

,  Where 

  1
* * * * *

rH I X X X X
 

 
 

Suppose that forecast error vector is defined as 

 
** * * * *ˆˆe Y Y Y X      

    , where 
 

1ˆ X X X


    
 

   
 

1* * *X X X X X
      

   

   
 

1** * *e X X X X


    
 

One may have, 
**E e 0     and 

   ** * * * *Var e E X X X X X X X X
                     

    
     * * * * *E X X X X E X X X X

           

 
1** 2 * *

rVar e I X X X X
          [  Cross product terms Vanish] 

Since, 
 * 2

r~ N 0, I 
and 

 2

n~ N 0, I 
, the forecast error vector 

**e  follows 
 2 **N 0, H

 where 
 

1** * *

rH I X X X X
  

 

Thus, one may obtain internally studentized residuals vectors us-

ing the forecast error vectors 
*e  and 

**e  as *q  and **q  respectively, 

which are given by 

*

i
*i

*

ii

e
q

ˆ h



 and  

**

i
**i

**

ii

e
q

ˆ h

  

Where 
*

iih  is the ith diagonal element of 

    
1

* * * * * *

ij rH h I X X X X
    

    

**

iih
 is the ith diagonal element of  

    
1

** ** * * * *

ij rH h I X X X X
    

    

Now, one can obtain the sampling distributions as 

(i)  

1*
2* *
r2

q H q
~






  [using 
 * * * * *ˆ X X X

 
  

] 

(ii) 

1**
2** **
r2

q H q
~






  [using 
 ˆ X X X    

] 

Since 
2

e e 
    has independent 

2

n k  and hence 
2

q q 
    has inde-

pendent 

2

n k
 distributions; for testing the predictive accuracy of 

stochastic linear regression model under null hypothesis, the fol-

lowing modified Chow test statistics have been proposed. 

(i)  

 
   

1 1
1

1
1 * * *

* n *
*

1 r, n k

q I x x x x q / r

F F
q q / n k




  

  
    

 
 
   and  
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 (ii)   

 
   

1 1

**

1
1

1 * * *

n **
**

1 r, n k

q I x x x x q / r

F F
q q / n k




  

  
    

 
 
   

Here 
1

* *q q
= Internally Studentized Residual sum of squares based 

on OLS forecast error vector e* 

          
1

** **q q
= Internally studentized Residual sum of squares 

based on OLS forecast error vector 
**e  

          
1q q 

Internally studentized Residual sum of squares based 

on OLS residual vector e. 

Remarks:  

1) Under null hypothesis of predictive accuracy of stochas-

tic linear regression model, the modified chow test sta-

tistic F* may be suggested than F**. 

2) In the presence of stochastic regressors, under null hy-

pothesis of predictive accuracy of the stochastic linear 

regression model, one may have 

(i) 

1 asy
2* *
r2

q q
,

  (ii) 

1 asy
** ** 2

r2

q q


  and  

1

2

q q

 has independent 

2

n k
. Thus, for testing the predictive accuracy of the stochastic 

linear regression model, the test statistic is given by 

 
   

1 asy
*** * *

1 r, n k

q q / r
F F

q q / n k   

 
  

   

4. Modified Lagrange Multiplier (Lm) Test for 

Misspecification of Stochastic Linear Regres-

sion Model Using Internally Studentized Re-

siduals: 

Consider the standard stochastic linear regression model  

n 1 n k k 1 n 1Y X     
                                                         (4.1) 

 such that 
 2

nN 0, I 
 

The best linear unbiased estimator (BLUE) for  is the OLS esti-

mator ̂ , which in given by 

 
1ˆ X X X Y


  
                                                                       (4.2) 

One may obtain the restricted OLS residual vector 
 R

ˆY X   
 

and hence the restricted Internally Studentized residuals Riq  as  

Ri
Ri

ii

e
q

ˆ 1 h

 

,  i=1, 2…n                                                   (4.3) 

Where 

2 R Re e
ˆ

n k


 

  and iih  = ith diagonal element of Hat matrix  

    1

ijH X X X X h


  
. 

Suppose that Z be 
 n p

 matrix of independent variables 

which are included in the model and their coefficients to be tested 

for mis-specification of the model. One may write the augmented 

or unrestricted stochastic linear regression model as  

*Y X Z                                                                           (4.4) 

Or 
* *Y X  , where,  *X X Z , 

 
   

   

Such that
 *

* 2

n~ N 0, I


 
, where   is 

 p 1
 vector of parame-

ters associated with z. 

*  is an error vector with usual properties. By applying OLS 

estimation procedure, one may estimate the unrestricted stochastic 

linear regression model (4.4) and obtain the unrestricted OLS 

residual vector as  

*

UR
ˆe Y X     , where 

 
1

* * *ˆ X X X Y
 

 
                              (4.5) 

The unrestricted internally studentized residuals are given by 

*

URi
URi

*

ii

e
q

ˆ 1 h



 

, i=1, 2… n                                                 (4.6) 

Where 
*

2 UR URe e
ˆ

n k p


 

                                                           (4.7) 

and 
*

iih  = ith diagonal element of Hat matrix 
    ij

* * * * * *H X X X X h
 

 
 

If one assumes that unrestricted stochastic linear regression 

model (6.12.3) is the true model then the OLS residual vector Re  

and hence Rq  be related to Z,  By regressing qR on all regressors X 

and Z,  One may obtain, 

**

Rq X Z                                                                       (4.8) 

Where 
**  is an error term with usual properties. 

In the case of large sample size, for testing null hypothesis of re-

stricted stochastic linear regression model, one may use Lagrange 

Multiplier (LM) test statistic as

asy
2* 2

pLM nR ~ 
. Where p is the 

number of restrictions imposed by the stochastic restricted linear 

regression model; 
2*R  is the coefficient of multiple determination 

obtained from linear regression model (4.8). If 
2  value is signifi-

cant at the chosen level of significance, then one may reject the 

restricted stochastic linear regression model. 

5. Conclusion  

In the above monograph an attempt has been made by developing 

some new advanced tools to analyze inferential problems such as 

misspecification of the model, model predictive accuracy of the 

stochastic linear regression models. These ideas can be applied for 

analyzing inferential aspects of stochastic nonlinear regression 

models and random coefficients regression models by using dif-

ferent types of residuals other than studentized residuals. The re-

search contribution made here could generate an immense interest 

in other research fellows to take up future research study in com-

ing years. 
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