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Abstract 
 

Biometrics is a branch of statistics in which various mathematical and statistical techniques can be applied to biological research prob-

lems. These are two main areas of specialization of Biometry namely, Bioassays and Quantitative Genetics. Genetics concerns with He-

redity and variation. Quantitative Genetics is concerned with the inheritances of quantitative differences between individuals. 

The essence of Quantitative Genetics is to estimate the genetic parameters such as Gene frequencies, segregation Ratios, Recombination 

of Genes and so on. Among them, the estimation of Gene Frequencies in the population is an important one. The proportion or percent-

age of genes in the population is called gene Frequency. In the present research articles, the ABO blood group system of man has been 

described by discussing the multiple alleles; genotypes, Frequencies and phenotypes of blood groups. The various estimation methods for 

estimating gene frequencies have gene presents in the present study. 

 
Keywords: Biostatistics, Bioassays, Quantitavive genetics, variance covariance matrix, linear pseudo model, least squares estimator, degrees of freedom. 

 

1. Introduction 

Biostatistics or Biometrics is a branch of either Biology or Ap-

plied statistics which deals with the application of statistical tech-

niques to study various research problems in the Biology. Biomet-

rical Genetics is a branch of Genetics that uses various statistical 

concepts and methods to study the genetical research problems 

sometimes it is known as statistical genetics or mathematical ge-

netics. This may be divided into two major parts namely (i) Quan-

titative Genetics and ii) Population Genetics. Population Genetics 

deals with the Gene frequencies, and Genotypes and phenotypes in 

the mendelian population. These populations have two main fea-

tures namely a) Random mating and b) Equal survival of all geno-

types. 

Under the inferential aspects of Genetic parameters, one may con-

sider the problems of estimation of genetic parameters, for in-

stance, segregation ratios, Gene frequencies, Recombination val-

ues, Heritability coefficients, Repeatability coefficients, Genetic 

correlation coefficients and so on. Then one may turn to the exam-

ination of goodness of fit with the estimated genetic parameters 

and to the comparison of sets of data. 

The proposed study deals with the problems of estimation of some 

genetic parameters connected with the O,A,B blood group system 

of Human being.  

2. A B O Blood Group System 

Multiple alleles can be found in A B O blood group system of a 

man, where the allele IA for the A antigen is codominant with the 

allele IB for the B antigen. Both IA and IB are completely dominant 

to the allele i which fails to specify any detectable antigenic struc-

ture. The genotypes and phenotypes are given by:  

 

Genotypes Genotypic  

frequencies  

Phenotypes  

Blood groups 

IAIA 

IAi 

IBIB 

IBi 

IAIB 

i i 

p2 

2  p r 

q2 
2 q r 

2 p q 

r2 

A 

 

B 
 

AB 

O 

 

Here  p = frequency of IA allele, q = frequency of IB allele,r = 

frequency of i allele. 

The A B O blood group system is governed by a multiple allelic 

system in which some codominant relationships exist. Three al-

leles IA, IB and i form the dominance hierarchy (IA=IB)>i .  

The genotypic and phenotypic expectations for this blood group 

locus from a population in genetic equilibrium and a formula for 

use in finding the allelic frequencies at the A B O blood group 

locus can be derived as follows.  

Let p = frequency of IA allele, q= frequency of IB allele, r 

=frequency of i allele. The expansion of (p+q+r)2 gives the zygotic 

ratio expected under random mating. 

Let A , B  and O  represent the phenotypic frequencies of A, B 

and O respectively.  

One may have 2r o r o    = frequency of recession allele 

i 

Consider,  

 2 2p 2pr r A O     

2(p r) A O p r A O         

p A O r A O O        

p A O O     = frequency of IA allele again, consider 

 2 2q 2qr r B O     

http://creativecommons.org/licenses/by/3.0/
mailto:mokesh.g@vit.ac.in


International Journal of Engineering & Technology 509 

 
   

   

2(q r) B O

q r B O

 

q B O O    = frequency of IB  allele.  

One also set q as q=1-p-r. One may obtain, 

A O O   + B O O   + O   = 1.0 

 (or) p+q+r     = 1.0 

p 1 (q r) 1 B O        

q 1 (p r) 1 A O       

r = O  

3. Estimation of Gene Frequencies in A B O 

Blood Group System 

Suppose p, q and r denote the gene frequencies for A, B, O, in A B 

O blood group system. Assume that the mating is random mating.  

We have 

 
Type Probability Observed 

number 

Observed 

proportion 

O 

A 
B 

AB 

r2 

p2+2 p r 
q2+2 q r 

2 p q 

n1 

n2 

n3 

n4 

n1/n 

n2/n 
n3/n 

n4/n 

Total 1 n l 

 

Method 1: 

A procedure to estimate r is 

1/2

1n
r̂

n

 
  
 

 an estimate for p as p̂ , 

which is a solution of quadratic equation in p namely 

 

2 2n
ˆp 2 p r 0

n
   .                          (1) 

 

Similarly an estimate for q as q̂ , which is a solution of quadratic 

equation in q as   

 

2 3n
ˆq 2 pr 0

n
             (2) 

 

Method 2: 

 

According to Bernstein: 1930, the estimates are given by 
1/2

1n
r̂

n

 
  
 

,  

One may have from the table,  

 
    

 

1/2

2 2 1 2n n
r p 2pr

n
 

2 1 2n n
(p r) E

n

 
    

 
 

Since q = 1-(p+r), q̂ is given by  

 

1/2

1 2n n
q̂ 1

n

 
   

 
                                        (3) 

Similarly, from the table,  

2 2 1 3n n
q 2qr r

n

 
    

 
   

 

2 1 3n n
(q r) E

n

 
    

 
         (4) 

 

Since, p 1 (q r)   , p̂  is given by  

1/2

1 3n n
p̂ 1

n

 
   

 
 

Here, it should be noted that p+q+r = 1,  

But, in general, ˆ ˆ ˆp q r 1   . 

 

Method 3: 

 

Bernstein: 1930, suggested the following estimation method, 

which is asymptotically efficient: 

Consider the initial estimates for p, q,r as  

 
   

 

1/2

1 3n n
p' 1

n
 

 
   

 

1/2

1 2n n
q' 1

n
 

 
 
 

1/2

1n
r '

n
 

Define  D = 1-   p' q' r '  then the estimates are given by  

 
  

 

D
p̂ p ' 1

2
 

 
  

 

D
q̂ q' 1

2
 

 

   
     
   

D D
r̂ r ' 1

2 2
                                        (5) 

 

It should be noted that 

 
     

            
     

D D D
ˆ ˆ ˆp q r p' q' 1 r ' 1

2 2 2
 

=   
     

  

D D
p' q' r ' 1

2 2
 

= 
D D

1 D 1
2 2

   
     

   
  

 

   D 1 p' q' r '  

= D D
1 1

2 2

   
    

   

 

 

2D
ˆ ˆ ˆp q r 1

4
                                                            (6) 

 

By using the goodness of fit, 
2  is given by  

2 2r̂
2 n 1 D

ˆ ˆp q

 
   

 
                                                       (7) 
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Method 4: Method of Minimum 
2  

It is known that 
2  is a function of the parameters and the meth-

od of minimum 
2  estimates are obtained by minimizing 

2  

w.r.t the parameters.  

2  goodness of fit criterian is given by  

 

   
2 2

2 2 2
1 322

2 2

n np n n(1 p)n 2np(1 p)

2np(1 p)np n(1 p)

      
   

 

        (8) 

 

By minimizing 
2  w.r.t p gives the minimum 

2  estimate for p.  

 

Method 5: Scoring Method 

 

Consider the case of unselected data on a sample of individuals, 

some of whom are related and assume that there is one parameter 

to be estimated.  

First write the, joint likelihood function (L) of the whole sample 

and then find the solution to the equation 

d(logL)
0

d



 

Where   is the parameter to be estimated? 

Under the method of scoring, the scores may be assigned to indi-

viduals based on the way they occur in the sample. It is equivalent 

to solving the likelihood equation and differs from it only in that 

the scores of the unrelated individuals are forced to be zero or 

unity, as they would be in a simple enumeration of unrelated indi-

viduals.  

If the individuals in the populations are denoted by i=1,2,…, n 

with true probabilities pi, the  maximum likelihood equation is  
n

i

i 1

dlogL d
0 (logp ) 0

d d

  
 

  

Assuming the initial value of   as 0 , then, by the Taylor series 

expansion, one may have 

 

0 0

2

i i 0 i2

d d d
(logp ) (logp ) ( ) (logp ) R

d d d 

     
  

  
 

Where R is the remainder. 

 

If the L.H.S to be zero and ignore R, one may obtain,  

0

0

i

0 2

i2

d
(logp )

d
ˆ

d
(logp )

d






   








 



 





0

2

i2

1ˆvar( )
d

(logp )
d

 

By writing wi as 

0

2

i2

d
(logp )

d





, the estimate of   under 

the method of scoring is given by  

 

0

i 0 i

i

d
w (logp )

d
ˆ

w



 
 

  
 




                                       (9) 

 

Here, Wi is the weight contributed by the individual; 

The individual term in the numerator is known as the score of the 

ith individual. 

The aforementioned scores may be modified by using scores of 0 

and 1 and weight  
1

(1 )


    for individuals whose probabili-

ties are (1- ) and   respectively. One may eliminate the possi-

bility of negative weights by using expected weights wi in place of 

wi
* where 

2

* i
i 2

i

dp1
w

dp

 
  

 

 

I. 4. Conclusions 

Statistical Genetics is concerned with the inheritances of quantita-

tive differences between individuals. The theory of Quantitative or 

Biometrical Genetics came into existence on the basis of experi-

ments conducted on pea plants by Johann Gregor Mendel, an Aus-

tralian Biologist in year 1866. People called Mendel as 'Father of 

Genetics' and he died in year 1884 and never lived to see that he 

had open the water gates to a new branch of Biology called „Ge-

netics‟. The theoretical basis of Statistical Genetics was estab-

lished around about 1920 by the works of Fisher: 1918, Haldane: 

1932 and Wright: 1921. Bio-statistical Techniques have a wide 

number of practical applications in Genetics and plant breeding. 

The essence of quantitative genetics is to estimate the genetic 

parameters such as gene frequencies, segregation ratios, recombi-

nation of genes and soon. Among them, the estimation of gene 

frequencies in the population is an important one in the literature. 

In the present study, the ABO blood group system of man has 

been described by discussing the multiple alleles; genotypes, Gene 

Frequencies and phenotypes of blood groups. The various estima-

tion methods for estimating gene frequencies have been presented 

in the study. 
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