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Abstract

Multiple sequence alignment is one of the recurrent assignments in Bioinformatics. This method allows organizing a set of molecular
sequences in order to expose their similarities and their differences. Although several applicable techniques were observed in this re- search,
from traditional method such as dynamic programming to the extent of widely used stochastic optimization method such as Simu- lated
Annealing and motif finding for solving this problem, their use is limited by the computing demands which are necessary for ex- ploring
such a large and complex search space. This paper presents a new genetic algorithm, namely SOGA (Space Oriented Genetic Algorithm
for Multiple Sequence Alignment), which has two new mechanisms: the first generates the population with randomly inserting the space
between the selected sequences and the second applying new crossover and mutation operator, within an iterative process, to generate new
and better solutions. This method is simple and fast. Its performance will further be tested on standard benchmark databas- es and will be
compared with well-known algorithms. However, as its solutions clears that there is scope for further improvement.
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1. Introduction

One of the most recognized issues in biological information pro-
cessing of computer science is sequence comparison. Bimole- cular
sequences for computer scientist are another form of a data source.
The Multiple Sequence Alignment (MSA) is a fundamen- tal ap-
proach to examine a set of sequence. The procedure of diffe- renti-
ating various sequences for matching maximum characters is re-
ferred as a multiple alignment of protein or DNA sequence 1. Alt-
hough several applicable techniques were observed in this re-
search, from the traditional methods (such as dynamic program-
ming) to the extent of widely used stochastic optimization me-
thods (such as Simulated Annealing and motif finding) for solving
this problem, their use is limited by the computing demands which
are necessary for exploring such a broad and complex search space.
It can be noted that if more sequences are added to the input se-
quence, then the problem complexity increases. Therefore, the clas-
sical methods such as DP and Needleman’s algorithm [ are re-
stricted to take into account a few short sequences. Bearing in mind
that these requirements are conflicting, an optimal alignment solu-
tion cannot always be found Genetic Algorithms are adaptive
search methods, which perform well in large and complex areas.
This paper shows that Genetic Algorithms can be used to solve the
multiple Sequences Alignment problems.

A GA based approach, known as SOGA, is being discussed in this
paper. This approach begins with a random initialization of popu-
lation. Initially, a population is initialized and then chromosomes
are encoded Isokawa et al. [¥1 and Wayama et al. ¥, The encoded
chromosomes have a bit matrix comprising of 0 and 1, where the
position of 1 represents to a space, and the position of O relates to a
base symbol. Encoding chromosomes is a concept similar to the bit
matrix but space positions are just recorded here. To provide for

mutation and crossover operators and guiding the spaces to the ap-
propriate position, additional information for each chromosome is
maintained apart from the space positions of the actual chromo-
somes of the population. The computational efficiency is contri-
buted by the choice of operator and parameter. This is done by min-
imizing the time required to find a solution in a large space on the
basis of empirical values of previous calculation. To observe the
effect of the proposed mechanisms and to test the proposed algo-
rithm, several experiments were conducted using a benchmark da-
tabase . Also, to compare GAMS with some of the well-known
methods, namely SAGA [5], MSA-GA [6], SGA [7], CLUSTAL W
[8], ATS [9] and TSSA [10], the best fitness score corresponding to
Bali score were evaluated

Genetic algorithms based approach (SOGA) is used with new se-
lection and crossover scheme. Such an algorithm is useful in pro-
ducing the best population on local schema for achieving a good
alignment. The complete structure that solves the MSA prob- lem
has been shown in Figure 1.1.
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Fig. 1.1: SOGA hybrid Model.

2. Development of SOGA for solving MSA

The gap position represents the chromosomes encoding for MSA.
When calculating the number of space that is inserted in each se-
quence, the lengths of all the aligned sequences are kept equal. The
total number of gap positions of all the input sequences is repre-
sented by integers while constituting a chromosome. The processes
such as the formulation of chromosome representation, population
initialization, and fitness evaluation and selection pro- cedure are
common for the proposed variants of SOGA. They are explained
below:

2.1. Formulation of chromosome representation

The chromosome should have information related to a solution. The
encoding is be implemented through binary string. In general, chro-
mosome is represented as a matrix with fixed lengths and sequences
with spaces [11] [12]. The gap positions are used to en- code the
chromosomes for an MSA problem. A single chromo- some com-
prises of gap positions of all the sequences in order. The binary
string is encoded as a bit matrix that constitutes of 0 and 1 and was
encoded by Wayama et al [13]. Here, the position of [1] and O re-
lates to a space and a symbol respectively. The present work utilizes
the encoding chromosomes such as the bit matrix and records only
the space position. The chromosomes are encoded as binary digits
(1, 0) in the mutation process where the presence and absence of
the gap in sequence is represented. In SOGA, based on the number
of sequences and its length, the chromosome length is adaptively
changed [14]. Chromosome is defined as the multiple number-
strings with fixed lengths represented for sequences and spaces, in
an alignment [15].

The longest length of the alignments represented by a chromo-
some is limited by the N value. The N value which depicts the
search space size of alignments has to be selected. The signific-
ance of N for finding the best alignments of similar sequences that
fail to originate is quite small. If the value of N is big, then it re-

quests for additional time to discover the optimal alignment of
greatest likeness of the sequences. Therefore, evaluate the length of
sequence by multiplying the highest length of particular ele- ment
of sequences with rspl.2. In a set of sequence S = {S1, S2, S3
....Sn}, the greatest length of the column can be generated by mul-
tiplying the sequence with rsp by greatest column length. The value
of scaling factor rsp defines the alignment that needs to be 20%
longer than the sequence as it is based on the observations. MSA
problem contains more than 20% gaps for which a particular solu-
tion is founded. rsp referred as space ratio determines the M value.
If the longest length of the sequence to be aligned is mmax, then

M = mmax x (1 + rsp)

Space column is the column that contains the space symbols. The
value of mmax is 12 as shown in figure 1.2. If rsp be 0.2, then L is
12x (1+. 2) =14. For example, a chromosome (0,11), (1,10,12),
(0,3,6,11,13), (1,4,12) is encoded in the form of the alignment:
-ATCTGACCCA
-TA A-CTGTCCCA
-T-A- AT-TG-CCCA
-TA- TC-TGCCCCA-T

Fig. 1.2: An Example of an Alignment
2.2. Population initialization

The number of chromosomes in a generation is indicated by the
population size that should be optimal for a particular problem. It
considers 4 sequences that are aligned with the length (12, 11, 9,
11) and the space ratio rsp is = 0.2 .Chromosomes can be trans-
formed to actual alignments by inserting gaps in the appropriate po-
sitions. The first population is generated randomly in the form of
steps which are further discussed. In the first step, the length of
alignment $N$ is calculated according to the given sequences and
space ratio. In the second step, a random permutation is generated
from the set {0, 1, 2 $N$}. Each row shortens its elements to fix
the length similar to the space symbol in the corresponding row’s
original alignment. Finally, the space symbol occupies the posi-
tions of all the rows in the matrix. Table 1.1 shows an example of
using the random initialization procedure to generate the initial pop-
ulation.

Table 1.1: An illustration of Population Initialization

Squence | Sequence| Tetal | Mo | Rodom  Aligueent
Length | longhet | of | inservion
Sequence | Gaps | of ap
posirica
AICTGACCCATA| 1T | M | 2 Ol -ATCTGACCCA-
i
ACTGICCCATA | 11 | M| 3 LD ALTCICCCH:
T4
ATICCCCAT | 9 [ W § [63AILB -ATIGLCCA
I
AICTGCCCCAT | 11 | M| 3 | IR ATC
TGOCOCAT
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2.3. Estimation of fitness function

The chromosomes must be converted to the alignment form to eval-
uate their fitness and therefore, they are applied with the sum- of-
pairs function [16]. The sum-of-pairs function is described as the
sum of scores of each pair of symbols in a column.

Sum-of-pairs Score:
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The sum-of-pairs score evaluates the ratio of correctly aligned res-
idue-pairs with the length of the generated alignment. By ob- serv-
ing the matches, mismatches, and the gaps in the two se- quences,
each of the columns are scored. The values that are as- sumed are:
a match = 1, a mismatch = 0 and a gap = -1. Sum-of- pairs function
is defined as the sum of scores of all the pairs of symbols in the
column. A pair of symbol might get zero score, match score, mis-
match score or space score. To assess the perfor- mances of the al-
gorithm, two different scores are calculated [17]

[18] with which the quality of an alignment is estimated. For this, a
test alignment is assumed consisting of N sequences of M col-
umns. The ith column in the alignment can be referred to as Ail,
Ai2, AiN. Aij and Aik, pijk for each pair of residues and is de- fined
such that pijk = 1.The score Si for the ith column is represented as:

H op
Fiss_Score=Y" Y SeoringMori(4,4)
WAL L i

ER

2.4. Selection procedure

After the fitness score of all the population is calculated, SOGA
implements a larger tournament method where n individuals are
randomly chosen. In this case, the fitter individual is selected by the
following process:-
i)  Tournament method is applied on the current population
based on the fitness value of chromosomes.
ii) Two optimal DNA sequences are selected randomly, based
on their fitness score.
iii) Two new offspring’s are selected with their maximum Fit-
ness value.

2.5. Crossover

Crossover is the process of exchanging the information for creat-
ing two new off springs. Good structures of parent chromosomes
might be preserved and the child chromosomes with greater per-
formance might be formed. In the crossover procedure, two parent
chromosomes, represented as X and Y, are randomly selected and
after exchanging their information, each of them produce two child
or off-springs. These off-springs are called optimal random child or
off-springs respectively. In the crossover method, random cut point
is selected between the two parents. The crossover block is gener-
ated after selecting the cut point area between the parents. Then the
crossover blocks of random child are randomly selected.

2.6. Elite is selected

After calculating the cutting point, the first parent sequence is di-
vided vertically into two segments. The second parent is also di-
vided into two segments in such a way that every row of the first
and second segment has equal number of essentials as that of the
first parent. The steps in the division are presented with solid ar-
rows for Parent P and Parent Q as depicted in figure 1.3. Moreo-
ver, the segment of both the parents are swapped and combined
simultaneously between two individuals. There are two off springs
that are produced by crossover operators, only to generate two new
offsprings. With the use of this crossover better offspring can be
achieved.
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Fig. 1.3: An Example of Single Point Crossover Operator.
2.7. Mutation process

After the crossover takes place, two new offspring are created the
mutation process is then started. A DNA chromosome from the
mating pool is selected randomly from the system. A bit flip or bi-
nary method is applied on individual. In this, the space mutation in
an individual bit of a binary string is replaced [13] (for instance, 0
is converted to 1, and vice versa).The new offspring changes ran-
domly due to mutation. Chromosome representation is con- verted
to binary digits (1, 0) by proposed space mutation operator. It rep-
resents the presence and absence of gaps.

2.8. New generation

For evaluating the new generation, the best 50% of the parents and
children were combined together. It is noticed that there are no rep-
lication of offspring. Another criterion for splitting the genera- tion
like (40 % parent, 60 % child) and (60 % parent, 40% child) is per-
formed. This mix (50-50 percent parent-child) was chosen on the
basis of experimental observations to ensure the balance be- tween
exploration and exploitation. Figure 4.6 illustrates the process of
forming a new generation.

3. Analysis of GAMS for MSA

The performance of GAMS algorithm is analyzed based on the re-
sults of 100 independent runs. This is further compared with other
well-known methods. In the proposed SOGA algorithm, two ele-
mentary search operators are used to align the sequence. To find the
optimal solution for aligning the sequences; different experiments
were carried out using 08 randomly selected BaliBase datasets [19]
(version 2.0). With respect to each of the ten datasets, the algorithm
is executed 100 times on GA in the present experi- ment.
There are two basic operators that are used in the proposed GAMS
algorithm, namely, crossover and mutation. The crossover and mu-
tation values are determined with the help of the following three
different experiments that were carried out using 10 random- ly se-
lected BaliBase datasets (version 2.0):

i) 30% crossover and 10% mutation

ii) 60% crossover and 30% mutation

iii) 80% crossover and 50% mutation
This algorithm is performed for each of the 10 datasets with dif-
ferent parameter settings. They are performed for 50 independent
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runs, 50 runs (considered as the best score) are recorded and BA-
liscore is reflected in Table 1.2. Simultaneously, figurel.4 presents
the related plot. It is observed that our algorithm is carried out
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with best solutions with some specific options such as for 30 %
crossover with 10 % mutation, 50% mutation option with 80%
crossover and 60% crossover with 30% mutation. It has been ob-
served that 60 % crossover with 30 % mutation provide solutions
close to the best scores. 10% mutation with 30% crossover option
doesn“t produces better solutions. Thus, it might be observed that
better performance is achieved by GA for these test datasets when
the crossover and mutation rates are selected as 80% and 50%. Sta-
tistical and experimental analyses states that 80% crossover and
50% mutation options provide better combination of the ge- netic
operators. A single point crossover for the 80% crossovers is se-
lected for half of them. Based on the fitness values, the popula- tion
is divided into two groups to form the next child population. An
individual is chosen from the first half of 80% and the rest from the
second half of 20% for the crossover option. The new population is
formed by selecting the best chromosomes from the parents and
children that were combined previously. The popula- tion size of 50
is chosen which is used in SAGA [5]. Experiments are conducted
using population sizes of 30, 100 and 200 with 80% crossover op-
tion & 50% mutation. GAMS performance with a population size
of 50 is significantly better than a population size of 30 but it does
not shows any relevant difference with the popu- lation size of 200.

Table 1.2: Parameter Analysis

Name of daraser | Croszane=i0®e | CrosmaresilS Coosrane=Se | Pop [ Avevage
[ceampnraneual
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Fig. 1.4: Fitness Scores with Selected Crossover and Mutation Rate Op-
tions.

4. Conclusion

Genetic Algorithm is an iterative approach that is beneficial for
searching solutions for problems associated with combinatorial op-
timization, where the traditional methods fail to explain. The limi-
tations of evolutionary algorithms of SA overcome with its adaption
to the multiple sequence alignment. It is able to solve the MSA
problem with a reasonable level of accuracy. In convention- al GAs,
optimal parameter value for a particular problem can be found, by
executing the algorithm with all possible values and all possible
combinations with other parameter values. This process of optimi-
zation requires more time. This time requirement is elim- inated in
SOGA. SOGA can also be made to undergo learning process, so
that time required to solve similar type of problems in future can be
further reduced.
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