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Abstract 
 
This paper proposes a product classification system based on deep learning using Korean character images (Hangul) to search for prod-
ucts in the shopping mall. Generally, an online shopping mall customer searches through a category classification or a product name to 

purchase a product. When the exact product name or category is not clear, the user has to search its name. However, the product image 
classification is degraded because the product logos and characters in the package often interfere. To solve such problems, we propose a 
classification system based on Deep Learning using Korean character images. The learning data of this system uses Korean character 
images of PHD08, a Hangul (Korean-language) database. The experimental is carried out using product names collected on the web. For 
the performance experiment, 10 categories of online shopping mall are selected and the classification accuracy is measured and com-
pared with the previous systems. 
 
Keywords: Deep Learning, Product Image, Korean Character image, Shopping Mall, Product Classification 

 

1. Introduction 

The online shoppers search their product using either category or 
product name. However, if he does not know the exact category of 
the product, it is difficult to search the product. If product category 
classification system in shopping mall and purchasing user classi-

fication system are different, product search can be also difficult. 
When the category search is difficult in this way, the character 
search method is generally used centering on the product name. 
However, character search is difficult to search if you do not know 
the exact name of the product. If the purchasing products come 
from overseas shopping malls, users who lack the language ability 
have difficulty in category classification. Therefore, when the 
search is difficult in this way, the search using the product image 

is possible. For example, if the product information can be re-
trieved by an image taken on a smart phone, it provides users with 
speed and convenience [1]. This image search has been provided 
by many companies through the recent AI (Artificial Intelligence) 
technology. The product classification service is based on product 
image search technology. However, category classification 
through product image is an obstacle to the logos or text included 
in the product packaging image. In fact, most of the images of 

products appearing in online shopping are not unique products, 
but rather images that are packaging products. The packaging 
image consists of various text messages describing the product 
and images related to the product. As a result, there is a perfor-
mance degradation in product classification based on AI technolo-
gy, Deep Learning. However, online product classification should 
be categorized based on the design image of the product. The 
product packaging image generally includes images related to the 
product, logos and letters of the company that manufactured the 

product, and the like. Among them, the product text is composed 

of a character image which is made in-to a graphic and a product 
explaining the contents of the product. 

In this paper, we propose a classification technique based on 
deep learning by selecting 10 product categories among the words 

describing the product name and contents in the packaged image. 
The 10 product categories are tested for classification performance 
using Korean character image data such as coffee, ramen, milk, 
soy milk, cookie, toothpaste, soap, soup, apple, grape, among 
other products sold in online shopping malls. 

2. Related research 

This chapter introduces the status of image-based product search 
service and image search technology that companies are servicing. 

2.1. Image based product search service  

Image search can be easily combined with smart phone camera to 

find the information you want. So by adding machine learning 
technology to AI, many companies are providing various image 
search services. Image-based automatic retrieval is providing ser-
vices for shopping-related image search in global companies such 
as Google, Amazon and Taobao (Alibaba), and is also in service 
in Naver, 11th Street and KakaoTalk in Korea. Google's AI image 
search 'Google Lens' provides information on menus, food quality, 
etc., when it is seen in a restaurant, and can be settled, translated, 

and linked with Google Photos. Amazon has been providing im-
age search services since 2014, and it offers a service called Spark, 
which can be called an image-based shopping SNS. It is a service 
that works with the products that are sold in Amazon so that you 
can purchase the goods in the images uploaded to SNS immediate-

http://creativecommons.org/licenses/by/3.0/


180 International Journal of Engineering & Technology 

 
ly. Naver also officially released 'Shopping Lens' through mobile 
app updates. It is currently providing 'shopping lenses' by adding 
Deep Learning technology to its existing image search service 
'Smart Lenses'. The 'shopping lens' is a photograph of a product, 
and the related image is retrieved and the search result is provided. 
It applies to all product categories and works with existing ser-
vices such as Naver Shopping and Naver Pay. SK Planet, which 
operates 11th Street, launched the image search shopping service 

using deep-learning technology at the end of 2015 and introduced 
first in Korea. The 11th Street offers image search shopping ser-
vice on clothing, shoes, and bags with a high proportion of various 
categories [2]. The Kakao started AI image search service as 
'flower search' which searches flowers after mobile. In addition, 
long tap image search function that can be used immediately in 
KakaoTalk is added. If you press and hold the image received 
from KakaoTalk, it shows the similar product image. The Kakao 

plans to develop it as a function to find similar products in connec-
tion with shopping sites in the future [3]. 

2.2. Image Retrieval Technology  

Deep Learning drew attention when the CNN model, which mim-

ics the human brain, won the 2012 ImageNet Challenge, which is 
one of the international image recognition competitions. Since the 
competition, CNN Deep Learning models have changed the flow 
of image related research in various image recognition areas. This 
deep learning based image recognition study also contributed to 
the object recognition research. R-CNN (Regions with CNN fea-

tures) implements the object recognition model using the deep 
learning method by adding the location detection function to the 
existing deep learning based image recognition model [4]. Before 
2013, when deep study research becomes active, image based 
product search function using CRBM (Convolutional Restricted 
Boltzmann Machines) and SIFT (Scale Invariant Feature Trans-
form) technology were developed [5]. The SIFT algorithm [6, 7] 
extracts feature points and uses image matching to search for im-

ages by user interaction [8]. 

Image-based search can be used to search for similar items in 
fashion product search, and is used actively in related products 
such as socks and accessories to suit the style when the user se-
lects clothing or shoes [9]. 

3. Korean character images classification sys-

tem 

This paper proposes a deep learning based classification system 
using product images. The product image data is based on the 
product image of Korean character images and product image of 
10 product categories in the online shopping mall mentioned 

above. In general, Korean character images are text files in prod-
uct descriptions, but there are many graphic characters that are 
designed in product titles. Such graphical characters cause per-
formance degradation in various design shapes during classifica-
tion experiment by the deep learning technique. However, since 
the shape of the same product name character is basically similar, 
accuracy can be improved by learning a lot of data. The product 
image uses the image data provided in the online shopping mall 

catalogue. This chapter examines the process of generating exper-
imental data and how to implement the Korean character image 
classification system. 

3.1. Experimental data 

The Korean character images convert the PHD08 data, which is a 
Korean data-base, into a binary image and uses it as learning data. 
PHD08 is a database in which Korean characters are generated 

under various conditions and scanned images are stored in binary 

form after printing. There are 2,187 samples per character for 
2,350 Korean characters, each of which has a different font, char-
acter size, scan resolution, noise level, rotation, and angle [06]. 
Currently, the databases for Hangul (Korean language) recognition 
are divided into handwritten and printed ones according to recog-
nition purpose. The conventional PHD08 input image with various 
sizes is changed to the same size of 64x128 and used for the ex-
periment. The 10 classification categories (coffee, ramen, milk, 

soy milk, cookie, tooth-paste, soap, soup, apple, grape) used in the 
experiment consist of two Korean characters. An example of the 
Korean input learning data used in the experiment is shown in [Fig. 
1]. 

 
Fig. 1: Example of Input training data transformed from PHD08. 

In this paper, the number of learning data used constitutes 2,187 
learning data sets for each 10 product categories. The experi-
mental data consists of 10 categories of letters, each of which 
consists of 100 data. And each category experiment data consists 
of product name collected from the web and font data not included 
in the PHD08 database. [Fig. 2] 

 
Fig. 2: The 10 categories Korean character experiment data (left: font data 
not in PHD08, right: product image of online shopping mall) 

It is Increased the quantity of learning data through augmentation 
to improve learning performance. In the type of augmentation 
used, Flip (top, bottom, left and right), Rotation, and Crop are not 
used because of the distortion of character behavior and cause 

accuracy degradation. In this experiment, about 218,700 pieces of 
learning data are used, which is 10 times more than the original 
data 21,870 pieces due to blur, sharpening, noise addition and 
change of letters and background color. The 10,000 experimental 
images are used in the same way. The product image learning data 
extracts 14,936 images related to food from shopping mall. 
Among them, 6,000 product images are extracted in the category 
of 13 relatively good quality data (Fruits, Vegetables, Fresh Meat, 
Fish, Noodles, Drink, Tea, Grain, Eggs, Cigarettes, Milk, Ice 

Cream and Sauce). As in the case of Korean character images, 
there is not enough learning data for each category, so the number 
of learning data is increased through augmentation. The types of 
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augmentation were randomly processed, including Flip, Rotation, 
Crop, Blur, Sharpening and Illumination changes. Then, it is ex-
perimented with about 90,000 learning data, which is 15 times 
more than the original data, about 6,000. 

3.2. Implementation of Korean character images classi-

fication system 

Among the deep learning techniques of this system, the structure 
is simplified so that it can be operated as fast as possible by using 

CNN (Convolutional Neural Network). CNN is the most popular 
network model for deep learning for image recognition [10]. Cur-
rently, domestic and foreign IT companies, such as Google, Face-
book, Amazon, Naver, etc., provide automatic classification and 
content-based image search. CNN is located at the front end of the 
network structure and consists of a part extracting the characteris-
tics of the input data image and a part classifying the image into 
the target class. CNN computes each pixel association of image 
data. After modelling only a part of the pattern using a small 

amount of computationally small filters, the number of pixels of 
the data is reduced and the entire region is modelled in common. 
And the convolution filters apply to different locations with the 
same weight value. To extract image features, the images use local 
features to gather the whole pattern [11, 12]. Feature extraction 
gradually reduces the size of the image by selecting the input val-
ues of the pixels as the maximum value or the average value. Such 
an arithmetic operation results in that a convolution filter of the 

same size processes a relatively large area as it goes up to the 
upper layer, and the contour feature of the lower layer is learned 
by the shape reflected from the upper layer. As a result, as the 
hierarchy rises, it gradually recognizes shapes and objects with 
higher abstraction levels [11, 12]. The proposed system is a sim-
plified network of AlexNet [13], which is the most widely used 
network in CNN. It consists of 3 Convolutional layers, 2 fully 
connected layers, and 10 Output layers to distinguish categories. 

The input image was 64x128 in size and was smaller than the 
227x227 used in the previous ImageNet. The reason for reducing 
the structure of the network and reducing the input image is as 
follows. The proposed system is a method for enabling service on 
a GPU based general performance PC for deep learning. All Layer 
output except Output and Pooling Layer used ReLU Activation 
and the output of two Fully Connected layers was prevented from 
being Overfitting by using 0.3 ratio Drop Out. Classification must 

be performed using a small number of layers and kernels, so Over-
fitting occurs frequently in fast Epoch. 

 
Fig. 3: Network structure used in category decision system 

This paper corrects Drop Out, Learning parameter and hyper pa-

rameter to prevent Overfitting. Fig. 3 is the network used by the 
system. CNN's research has increased the layer of the network 
exponentially and improved performance. Recently, ResNet has 

developed existing performance using 152 layer. However, the 
proposed system is a version that can be used in a low computing 
environment, the learning is done using the GPU, but the execu-
tion is configured as shown in Fig. 3. 

A total of 150 epochs were studied. Fig. 4 is the train loss, valida-
tion loss, and validation accuracy up to 50 epochs during the 
learning process. As shown in Fig. 4, the Hyper Parameter was 
modified to increase performance very quickly and prevent over-
fitting. 

 
Fig. 4:  The Training Result of Train Loss, Validation Loss and Validation 

accuracy 

4. Experiments and Results 

In this chapter, we briefly examine the experimental environment 
and method, and compare the results of Korean character images 
and product image classification experiment through image based 
classification system. 

4.1. Experimental environment and method 

The experimental environment for this system implementation is 
learning using Intel Core i7 CPU 4.40GHz, 16.0GB RAM and 
NVIDIA GeForce GTX 1080 video card.  

This experiment quantifies the results through two experiments 
using Korean character image and product image data through the 
same classification system. Korean character images classification 
test data uses about 200,000 learning data in 10 categories (coffee, 
ramen, milk, soy milk, cookie, toothpaste, soap, soup, apple, 

grape). And the accuracy is quantified through experimental data 
that is about 5% of the learning data.  

The product image classification test data is divided into 13 pieces 

(Fruits, Vegetables, Fresh Meat, Fish, Noodles, Drink, Tea, Grain, 
Eggs, Cigarettes, Milk, Ice Cream and Sauce) and the accuracy is 
quantified through experimental data equivalent to 10% of the 
learning data. And the accuracy is quantified through the experi-
mental data corresponding to 10% of the learning data [Fig. 5].  

 
Fig. 5: The accuracy of product classification using Korean character 

image 

The reason why the category classification and number of data 

used in Korean character image and product image experiment are 
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different is the result considering convenience and suitability of 
data collection for each category. 

4.2. Experiment result 

The accuracy test was conducted on 10 categories of Korean char-
acters using experimental data [Fig. 6].  

The average accuracy was 91.3%, of which more than 90% were 
tested in seven groups: coffee, instant noodles, cookie, toothpaste, 
soap, soup, apple, grape. And the group below the overall average 
was milk and soy milk. Overall, milk and soy milk performed 
relatively poorly, with more than 90 percent accuracy. This may 

be the reason why milk and soy milk are similar to the Korean 
character image, but there is no big difference. 

 
Fig. 6: The accuracy of product classification using product image 

Among them, more than 90% of the group tested seven out of 13 

groups, including sauces, fruits, vegetables, meat, noodles, bever-
ages, teas and grains. And the group below the overall average 
was ice cream, fish and eggs. Overall, it showed 85% accuracy but 
very low performance in fish. Through these two experiments, the 
experiment using the Korean character image was about 5% high-
er than the experiment using the product image. Of course, it is 
problematic to evaluate the performance with only the accuracy 

average value in the state where the number of categories and data 
of the two experiments is different. But the ultimate goal of this 
experiment is to improve the category classification performance 
of the products. It is confirmed that the character image data can 
be used for higher performance. Therefore, if Korean character 
image classification technology is added to the classification sys-
tem using the existing product image, the performance can be 
improved. In order to commercialize this system, Korean character 

image data of a variety of fonts is required. And it is necessary to 
study the category definition for systematic classification of prod-
ucts.  

However, the definition of product categories is not an easy prob-
lem, and obtaining large amounts of image data for each category 
is a research task in the future because it takes time. 

5. Conclusion 

In this paper, we compare the accuracy of Korean character image 

and product image classification test through the same classifica-
tion system. The Korean character image data used in this system 
can be applied to characters of other languages. Although practi-
cality is confirmed through experimental results, many character 
and product image data are needed for commercialization of indi-
vidual product search. Deep learning based product automatic 
search service using images can be utilized variously in a mobile 
environment if quantitative enough individual product image data 
is secured. 

In the future, we will improve the performance of individual prod-
uct image retrieval system and propose various classification sys-
tems through online and offline links. 
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