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Abstract:  

 
Every 100th cases in cancer we come across are of breasts cancer cases. It is becoming very common in woman of all ages. Correct 
detection of these lesions in breast is very important. With less of human intervention, the goal is to do the correct diagnosis. Not all 
the cases of breast masses are futile. If the cases are not dealt properly, they might create panic amongst people. Human detection 

without machine intervention is not hundred percent accurate. If machines can be deeply trained, they can do the same work of detec-
tion with much more accuracy. Bayesian method has a vast area of application in the field of medical image processing as well  as in 
machine learning. This paper intends to use Bayesian probabilistic in image segmentation as well as in machine learning. Machine 
learning in image processing means application in pattern recognition. There are various machine learning algorithms that can classi-
fy an image at their best. In the proposed system, we will be firstly segment the image using Bayesian method. On the segmented 
parts of the image, we will be applying machine learning algorithm to diagnose the mass or the growth. 
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1. Introduction: 

In recent years, machine learning has become one of the key 
research area’s. Machine learning is one of the core research 

area among all the computer science research areas in which is 
linked up with artificial intelligence in providing deep learning. 
In which we come across many things like automatic transla-
tions, collaborative filtering, and classification of objects, pat-
tern recognition and many more.  
Machine learning can be used in making critical decisions 
among many areas like medical diagnosis, stock trading etc. 
Machine learning uses initial techniques like unsupervised learn-

ing which used to apply training on data which as to be consid-
ered as input as well output in order to predict future results 
which takes part in clustering. Another is supervised learning I 
order to find hidden patterns from inputs which is a predictive 
model based approach used in classification and regression. 
Mammograms is functionally used in medical image segmenta-
tion process which is used in examine the scan reports taken for 
identifying breast cancer. Early detection, diagnosis and analysis 
of best cancer is done using mammography. Image segmentation 

suing mammograms will be very useful in finding regions of 
breast cancer for better diagnosis. The analysis of mammograms 
can be done by double threshold based approach. The outline of 
the segmented image to the original report or images helps the 
physicians in finding regions related to breast cancer. Generali-
zation can include both in x-ray related mammograms and bio 
medical images for image segmentation. Generally mammo-

grams are the images with are generated by mammography in 
which provides two view of an images. The ease of mammo-
grams with screen is to provide an advantage of lowering the 

risk over breast cancer in which helps in earlier detection. 
Mammograms can be used for detection of breast cancer but not 
all as it depends on many of the factors.  
Edged based segmentation approach is one of the most used 
method in identifying the boundary or mass contour with in 
doubtful region or the region of interested portion in scanned 
mammograms. This is applied by doing stretching or contrast 
enlarging among mammograms by using or applying noise fil-
tering techniques to eliminate noise. Each pixel of region is 

examined by co-occurrence matrix of pixel in which energy 
image texture is obtained.   Image segmentation is very im-
portant technique with respect to medical images and decisions. 
It is an outstanding approach or advancement in the field of 
medical science. In few situations it remains unsolved in biolog-
ical problems. Bayesian classifies acts an effective approach in 
order it provides many improvements in biological computer or 
machine vision boundaries which undergo many image pro-

cessing techniques. 
Bayesian methods are general methods used for analyzing the 
huge amount of data and variety of data. Bayesian methods gen-
erally used for mathematical tools which are provides an ap-
proach to statistical work. The basic concepts of Bayesian meth-
ods can be used for image analysis where this approach can lead 
to many benefits in interpretation because it concentrates on 
prior knowledge. Bayesian knowledge mainly revolves through-

out the probability of posterior. As we are very familiar with 
baye’s theorem which states that the probability of posterior data 
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is proportional to product of prior probability and livelihood of 
present work of new data. In many situations there is no suffi-
cient data in order to process the results where data is not 
enough to process a solution to the problem stated.  
In recent years, the area of medical biological imaging which 
has undergone many comprehensive challenges and advances. 
Accession of medical images into different effects like 2D and 
3D rotations along with higher dimensions are more common in 

clinical based research applications. In this area we require ex-
perience, practice, intuition and deep insight is certainly re-
quired for diagnosing clinical imaging in which when compared 
with recent years there was huge improvement and development 
among image processing, image acquisition and enhancement 
techniques over computational areas.  

2. Related Work: 

An approach towards Bayesian method in medical imaging can 
be done using image segmentation. Bayesian classifier is well 
organized which can be used in refining image segmentation.  
The discipline of medical image encounters many revolutionary 
advances across past two years. Acquisition of medical images 
can done in 2D, 3D or any other higher dimensions . the tech-

niques related to image acquisition can be done in 3D ultra 
sound imaging, magnetic resonance imaging(MRI) , computed 
tomography(CT) , diffusion weighted imaging(DWI) , function-
al MRI (fMRI) and many other medical related diagnosis [1]. 
Breast cancer is world’s second common diseases among cancer 
affected patients after lung cancer which causes many deaths 
within less span of time among women. In early 1980’s mam-
mograms plays an effective role in identifying cancer infected 

regions. Screening mammograms is used in detection of cancer 
regions of affected patients who don’t have any symptoms 
which is used for physician to detect in early stages [2][3].  
Mammograms screening is functional examined using Image 
segmentation which acts in an effective manner of identifying 
cancer related tissues in early stages. In which, image segmenta-
tion is an approach related in partitioning the images into com-
ponent objects and separate parts which also involve with vari-
ous approaches [4-9].   Classification of particle is one of the 

important components in multivariate analysis which takes place 
in statistical methods can be considerably used in extracting data 
or information from micrographs within the single particles. 
This can be done by making use of Bayesian gibbs algorithm for 
sampling considered in classification [10]. Image processing 
methods which is used in processing and analyzing single parti-
cle is the study of unordered macrographs which collaboratively 
used in combining huge assortment of images of macromole-

cules in identical [11]. well. 
Many clinical scans can be accommodated using data density 
distributions where the probability of distinctive values can be 
initiated using fractional components from two or more peculiar 
components of tissues which can be considered as partial meas-
uring [12]. The spatial correlation provides a contemporary view 
on data results which results in reducing degree of freedom in an 
effective number [13]. Where over flattering can be achieved by 

resulting using renormalized images of histograms [14]. Mag-
netic resonance image processing is been accommodated using 
biological tissues. In the view accordingly with traditional com-
puter vision will be considered as relatively simple for any given 
protocols. Bayesian probability can be applied for any tissues 
representation in consideration with frequency based approach 
[15]. 
Bayesian approaches are used in assessing the degree of atrophy 

to accommodate solutions for wide range of problems related in 
freaking diseases in order to predetermine elaboration on few 
diseases associated with priors, learning and Bayesian risks 
[16][17]. Image subtraction is one of the frequent tool used in 

analyzing the pair of images within changes to accommodate 
interpretation and surveillance of bio medical data [18-21].  
An approach for automatic image segmentation with respect to 
heterogeneous data or information related to huge assortment of 
images which accommodates the gap between bottoms up affini-
ty image segmentation methods along with top down relative 
model based scenarios. The Bayesian theory provides formula-
tion in calculating affinities into multiple levels of image seg-

mentation which incorporates with weighted aggregation algo-
rithm [22]. The methods of Bayesian statistics can be applied in 
analyzing fMRI data. Where the structure related with noise in 
fMRI location based time sequence is very difficult to under-
stand as the data can be auto correlated as stated in many point 
of view. The model based approaches like cross correlation 
analysis and candidate test is commonly used approaches in 
functional magnetic resonance based imaging applications. 

Whereas machine learning and artificial intelligence research 
areas methods are easy to implement and gives very effective 
results in data analysis. Self organizing mapping based ap-
proaches are tremendously adaptive in analyzing bio medical 
and fMRI data sets [23]. 

3. Proposed System:  

The proposed system firstly aims to segment the entire image 
into parts and sub-parts using Bayesian Classifier. Bayesian 
Classifier is selected as it is an efficient tool to partition the im-
age into subparts. The accuracy of using Bayesian Classifier is 
higher than any other classifier available in the field of image 
segmentation. Before we apply Bayesian Classifier, we need to 
suppress the background noises of the image.   There are various 

kinds of filters available to suppress the background noise.   
Median filters are used in our proposed system to suppress the 
background noise as a part of preprocessing stage. Firstly the 
median of the kernel is calculated by sorting every pixel in the 
kernel. This is the most critical part. It is used to remove multi-
plicative as well as speckle noise. Median filter is so used that it 
reduces the variances of intensities in the image. After the noise 
removal, the second step is enhancement of the image using 
adaptive histogram equalization. The maximum grey level is 

computed. Labeling the maximum grey label as ‘L’. Then denot-
ing the letter X as number of rows of the image and Y as num-
ber of columns of the image to compute [(L-1)/X*Y]. Following 
this step is the calculation of cumulative value of the pixels. 
With this cumulative value, the next step is to multiply [(L-
1)/X*Y] to find the new scaled value. Then substituting with the 
new scaled value with the closest brightness value of the pixel to 
obtain the new scaled value. 

The next step as per Figure 1 is to apply Bayesian method to 
segment the image. The breast masses have variable size and 
properties. Normal methods of segmentation are not useful for 
proper segmentation and division of the image into appropriate 
parts. The Bayesian method helps to find out the pdf of a set of 
variable. Bayesian model is a directed acyclic graph. The nodes 
of the graph represent a variable in each domain and the edge 
between two nodes says about the relationship between the vari-

ables. Bayesian method is also called posterior probability and it 
can be calculated if prior probability is known. The below men-
tioned equation is used to calculate the posterior probability. 

4. P (ZI  

For each node in the graph there exists a conditional probability. 

The Bayesian network represents a joint probability distribution. 
Given any data x, the posterior probability given by the Baye’s 
law is 

5. P (l| x) ∝ p(x |l) p(l) 
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The calculations of the priori along with Gaussian priori, is used 
for reconstruction of the data. 

 
Figure 1: Flow Diagram 

 

After image segmentation, to make the classification more pro-
ductive, a machine learning algorithm is used. Now the seg-
mented image will be exposed to feature extraction, resulting in 

feature vectors. These feature vectors will be computed with a 
machine learning activity, to distinguish between normal and 
malignant masses. The proposed algorithm consists of two parts 
i.e maximum posteriori probability generation using Bayesian 
network and maximum posteriori probability estimation using 
Markov random field. Using some vital information about the 
pixels, the pixels will be divided into classes. Bayesian Network 
is then used to transform the maximum posteriori probability of 
the pixels to image domain. In the second phase, taking into 

consideration some knowledge about the image and also consid-
ering the distance between individual pixels, Markov random 
field method is used to do a reasonable segmentation. The seg-
mentation generates the classes consisting pixels of highest 
probability, second highest probability and third highest proba-
bility. The pixels having highest probability are considered to be 
abnormal. Firstly we us the machine learning algorithm to clas-
sify these abnormal pixels as malignant or into another category 

where the probability of cancerous growth is almost negligible. 
Then we model the system with set of weights (maximum length 
of the lesion, water flow inside the tumor, age of the patient). 
The steps in chronicle order, if followed will help to differenti-
ate the classes are:  

1. Labeling: set of images with the correct answer, in our 
case “correct length”,” shape”,” mass” of the tumor. 

2. Teaching: the machine learning algorithm is given the 
labeled data of step 1. 

3. Confirmation: set of input images given during train-
ing. 

4. Test: a set of images are given to see if the algorithm 
has discovered some new features during teaching, 

whether it can apply to improve performance. In our 
proposed system, we have supplied some images, 
which are diagnosed as malignant to test our proposed 
system. The result was accurate. 

Our machine learning system follows supervised machine learn-
ing algorithm (k-nearest neighbor with k=1) as the training 
phase is supplied with labeled data.  
The shape is given a weight of 5. There are five shapes to be 

considered at the time of feature extraction, oval, round, not 
regular, as lobule and distorted. 
Another feature the machine learning system considers is the 
length of the mass. This is given a weight of 5. If the mass is 
round with no irregularity towards border and as per the correct 
length specified i.e for our experiment we consider the correct 
length to be of one inches, the feature is classified as benign. 
The proposed system is as per Figure 1. All the measures of our 

proposed system is considered after consulting the radiologist of 
TATA MEDICAL RESEARCH CENTRE, Kolkata. 
Nonetheless, all machine learning algorithms are based on nodes, 
layers, and an activation function along with some weights. 
Important part of the algorithm is in identifying the activation 
function and the weights.  

 

4. Result Analysis 

 
After the step of feature extraction, we categorize the masses 
into three categories as per table 1. 

 
Table: 1 Results after Feature Extraction 

Category Suggestion Result 

Category0 Negative The breasts are nor-

mal 

Category1 Medium abnormal Probable of being 

malignant 

Category 2 Highly Abnormal Highly malignant 

 

The dataset consists of 6 patients. These patients have under-
gone biopsies to confirm whether the lesions were strictly ma-
lignant. The proposed system was implemented on these set of 
data. The image set was divided for training and testing phase. 
The data set was tested with Naïve Bayes model with Laplace 
smoothing. All these functions are inbuilt in MATLAB. The 

computational time and accuracy was noted. The time it took to 
get the end result was 17 minutes. Then the same data set was 
analyzed with knn.cv function of MATLAB. The computational 
time and accuracy was again noted. This time it was found to be 
65% more accurate than the previous one. The entire output in 
the second case was achieved in 7 minutes.   

 
Figure 2: Mammogram after preprocessing 

 

In Figure 2, the lesion is significantly seen after removal of 
background noise and enhancing the image.  Followed this step 
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is image segmentation and feature extraction. The image looks 
like Figure 3. 

 
Figure 3: After Segmentation and Feature Extraction 

 

5. Conclusion. 

In the experimental phase the results of our proposed system 
was compared with Naïve Bayes and Laplace smoothing. Our 
system gave 65% accurate result in 7 minutes and Naïve Bayes 
took around 17 minutes to generate the output. Bayesian net-
work is a recent finding and shows best result when it is used in 
case of unknown data or uncertainty. As Bayesian network are 

represented with graphs, they give a much better relationship at 
the time of feature extraction.  
Though Bayesian outputs are not as useful as inputs to machine 
leaning algorithms, still we use this approach in our proposed 
system, keeping in mind the accuracy of Bayesian results. The 
proposed system is robust and time efficient as the Bayesian 
approach can do the classification in a lesser time than the other 
available classifiers in the market.  
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