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Abstract 
 
Motion detection and tracking play an important role in Computer vision and Robotics. Optical flow based methods to estimate the mo-
tion are widely explored during the last decade. The motion information retrieved from these techniques has enormous applications. Vid-
eo analysis based on the size, speed, and directions of objects have wider applications in computer vision, robotics and watermarking. 
Segmentation of moving objects based on the optical flow is very challenging. In this paper, we present a model to estimate the size of a 
moving object based on the optical flow technique and present localized thresholding technique. Over segmentation is reduced by the 
proposed local thresholding technique and use of bilateral filtering. We compare our results with Sagar et al. scheme. 
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1. Introduction 

Motion detection, tracking and classification of objects is a chal-
lenging task and an emerging area of research that have wider 

applications from agriculture to space [2], [3]. Feature detection 
such as size, shape, speed, direction of objects in motion is emerg-
ing in computer vision and robotics. The applications of estimat-
ing the size of an object in motion are discussed in Sagar et.al 
scheme [1]. Estimating the size of an object in motion enables a 
machine or human observer to take certain decisions in different 
perspectives [1].  

Sagar et.al [1] have proposed a model to estimate the size of an 

object in motion using a thresholding function called MMM 
thresholding. This function was used to segment the moving ob-
jects using optical flow technique. As the MMM thresholding is a 
global thresholding technique it considered even small magnitudes 
of optical flow, hence resulted in improper segmentation of the 
moving objects. The small movements such as leafs of a tree or 
gray level changes due to light variations have also been detected 
as moving objects. 

To minimize these problems, we propose to use Bilateral filtering 

technique before applying the optical flow technique for segment-
ing the size of an object. This is to retain the edge areas of a mov-
ing object while smoothing the smaller variations in gray levels. 
Further, we propose a localized thresholding technique which 
makes use of the maximum magnitudes of the optical flow patches 
in deciding the final threshold for segmenting the moving objects. 
The main idea behind the utilization of maximum magnitude value 
of every patch in an image sequence is to pick the most significant 

magnitude values which determine the moving object effectively. 
We compare our results with Sagar et.al scheme [1] and we use 

the Farneback dense optical flow technique to estimate optical 
flow as in [1]. Our experimental results demonstrate that the pro-
posed technique out perform the state of art. 

2. Proposed Method 

We propose a model to efficiently estimate the size of an object in 

motion. We compare our model with Sagar et.al scheme [1]. The 
proposed model is shown in Figure1. The proposed model in Fig-

ure1 takes two consecutive frames iF and 1iF from the image 

sequence and outputs the masked images which contain different 
objects along with their sizes as in Sagar et.al scheme. The pro-
posed model is broadly divided into four stages namely, Bilateral 
Filtering, Motion estimation, Segmentation, and Size estimation of 
objects as in Figure1. We discuss the above stages of the proposed 
model in the following sections. 

 

2.1. Bilateral Filtering 

 
In Sagar et al. scheme [1], even small moving regions such as 
leafs of a tree and gray level variations due to light changes have 
been detected as moving objects, hence leading to over segmenta-
tion as in Figure 2, which resulted by the use of MMM theshold-
ing function in their scheme. To minimize such undesired over 

segmentation, we propose to employ the Bilateral Filtering on the 
video sequence before the motion estimation.  
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The Bilateral Filter [4], [5], [6] is a weighted smoothing filter 

while preserving the edges and it is defined as in equation (1). 
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Fig. 1: Proposed model 

 

 

(a) Original frame      (b) Segmented mask 

Fig.2: Over segmentation 
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The filtered gray scale image se-

quences iF and 1iF are passed to the motion estimation stage as 

in Figure1. 

 

2.2 Motion Estimation 

For estimating the motion, Optical flow based techniques are pop-
ular. Optical flow based techniques, in simple terms, estimate the 
current pixel position in the next frame. There are three popular 

optical flow algorithms to deal with motion, namely, Horn and 
Schunk algorithm [7], Lukas Kanade algorithm [8] and Gunnar 
Farneback algorithm [9]. We use Gunner Farneback algorithm, as 
it is a dense optical flow and computes the flow for all the points 
in the image sequence when compared to the other optical flow 
algorithms. Consider the output of the Gunner Farneback optical 

flow algorithm as kOF  the kth optical flow vector computed 

between iF and 1iF , where 10  Lk , and L is the total 

number of frames in the given video sequence. Note that 

),( yxkOF  is a displacement vector for the pixel position (x; y) in 

the iF , i.e, the pixel at ),( yx  in iF is displaced by ),( yxkOF  

in 1iF .  

 

Using this displacement vector kOF , we can identify 

whether the pixels (objects) are moving or not. Usually the 

pixels in a moving object will have some correlation be-

tween the magnitudes, where the magnitudes of the flow 

vector kOF  are computed using the following equation(3). 

22||),(||)( yxyxOFOFM kkk          (3) 

2.3 Segmentation 

Once the magnitude are computed by using equation (3), we 
should be able to automatically distinguish between moving ob-
jects and non moving objects which is very challenging. It is per-
formed in segmentation stage in Figure1. Sagar et.al scheme [1] 

have used the following MMM Thresholding function to find a 
threshold which is used to distinguish the moving and non moving 
objects as in (4). 
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Where kM and 1kM are the two consecutive magnitude matri-

ces and NM   is the size of a frame and magnitude matrix 

kM . The magnitude computation in equation (4) is computed 

globally, i.e, it includes even smaller magnitude values hence 
resulting in over segmentation. To limit the contribution of small-

er magnitudes in deciding the threshold to detect the moving ob-
ject, we propose a localized thresholding technique. 

Let ]...,,,[ 321 mpppp be the 77 patches considered from 

the magnitudes kM  of size NM  . Assume that M and N are 

multiples of 7 or can be padded with repeated boarder values. The 
proposed thresholding function is given as below in equation (5). 
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Where,
 

median(max(P1), max(P2), max(P3),...,max(Pm)) and 

)max( ip  returns the maximum magnitude value in the patch 
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ip . We refer the resulting threshold as localized threshold. Based 

on the threshold value kT  the masked image kf  is constructed 

using the following equation in (6) 
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2.4 Size Estimation 

 

Using the masked frames kf , the size of the object is estimated 

same as in Sagar et.al scheme [1], by labelling their corresponding 
sizes based on the count of segment objects binary values. The 

output of size estimation is called object frame. 
 

3. Experiments and Results: 

 
The proposed model is compared with Sagar et. al scheme [1]. As 
it is stated that the performance of size estimation is directly pro-
portional to the performance measures of moving object segmen-
tation. We make use of the segmentation measures to compare our 

results. We present the following two segmentation measures as in 
equation (7) and (8). 
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In the experimentation we used the image sequences available at 
the Changedetection.net [10]. From the Table I and Figure 3, we 
can observe that using the proposed model the precision is in-
creased. The percentage of improvement in precision can be in 
seen in Table II. And from Table III and Figure 4, it can be ob-
served that the specificity measure using our proposed technique 

is almost nearer to 1. Hence we improved the over segmentation 
as shown in Figure 5 and Figure 6 caused by Sagar et.al scheme 
[1]. 
 

Table I: Comparison of Precision 

Dataset  Proposed scheme Sagar et.al scheme [1] 

Highway 0.8716 0.8673 

Pedestrians 0.6171 0.5847 

Office 0.4718 0.4459 

PET2006 0.7046 0.7031 

Fountain 0.1694 0.1076 

Canoe 0.538 0.5233 

Turnpike 0.3532 0.3404 

 
Figure 3: Comparison of Precision 

 
 

 

 

 

Table II: Percentage of Improvement in Precision 

Dataset  % of Improvement 

Highway  0.0043 

 

Pedestrians  0.0324 

 

Office  0.0259 

 

PET2006  0.0015 

 

Fountain 0.0618 

 

Canoe  0.0147 

 

Turnpike      0.0128 

Table III. Comparison of Specificity 

Dataset  Spec (Proposed)  Spec(Sagar et.al) 

Highway  0.9915  0.9902 

Pedestrians  0.9969  0.9948 

Office  0.9999  0.6573 

PET2006  0.9984  0.9965 

Fountain 1.0007  0.9908 

Canoe  1.001  1 

Turnpike  0.9784      0.8964 

  
Figure 4: Comparison of Specificity 

 

 
(a) By Sagar et. al [1] (b) Original frame (c) By proposed scheme  
 

Figure 5: Comparison of segmentation (Highway 186
th
 frame) 

 

 
(a) By Sagar et. al [1] (b) Original frame (c) By proposed scheme 

Figure 6: Comparison of segmentation (Highway 479
th
 frame 

 

4. Conclusion  

 
The use of localized thresholding technique and use of bilateral 
filtering retain the edge areas while smoothing the small gray level 

variations which result in over segmentation. From the experi-
mental results we conclude that the precision and specificity have 
been increased.  
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