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Abstract 
 

Cross Domain Recommender Systems (CDRS) and Context Aware Recommender systems (CARS) are the major emerging and fast 

growing research topics in the active research field of Recommender Systems. For personalized recommendation, CARS utilizes differ-

ent contexts in a particular domain along with user ratings, whereas CDRS utilizes data from one or more domains to make predictions to 

the users either one of the domains by using utilizing the context similarity among those domains. These research areas are still new and 

largely unexplored. Here we are surveying different researches happened in each field of Recommender System(RS) separately and thus 

tries to find out the scope of combining them to solve the state of the art problems in RS research and the possibilities of improving the 

efficiency and accuracy of RS. CDRS is emphasized mainly only the historical data of both source and target domains only, but the thing 

is that users choice may change according to different temporal contexts such as time, location etc. Both can complement each other for 

the betterment of recommendation tasks. As a result of this survey, an outline of the framework is proposed for Cross Domain-Context 

Aware Recommender System (CDCARS). 

 
Keywords: Cross Domain Recommender Systems; Context Aware Recommender Systems; Cross Domain-Context Aware Recommender System 

(CDCARS); Multi Domain RS; Contextual Modeling; Evaluation Metrics. 

 

1. Introduction 

The large and ever increasing quantity, complexity of heterogene-

ous data in information processing area increases the scope of 

recommender systems because human processing capability is 

overwhelmed. Recommender Systems (RS) is a full-fledged area 

in information processing and these are utilized in number of e-

commerce and entertainment websites like Flipcart Netflix, Ama-

zon, Youtube, iTunes, etc for the personalized recommendation of 

their items for their users. 

RS is emerged based on the basic concepts from the areas of in-

formation retrieval, consumer choice modeling, Approximation 

theory, cognitive science, and knowledge management, Data engi-

neering and forecast theories [1]. In the mid of 1990, RS emerged 

as a separate and independent research area based on rating mech-

anism. The RS is used for estimating the unknown ratings for the 

new items, which have not even seen by the user, based on the 

previous ratings of other items given by the same user. After esti-

mating the ratings, the items with most estimated ratings are rec-

ommending to the user.  

Basically the recommender systems are of 3 categories, regarded 

to how the recommendations are made [2]:  

Content-based recommendation System [2]: “The user will be 

recommended items similar to the ones the user preferred in the 

past”.  

Collaborative recommendation System [2]: “The user will be rec-

ommended items that people with similar tastes and preferences 

liked in the past” 

Hybrid recommendation system [3]: “Combination of collabora-

tive and content-based methods”.  

 Apart from these three basic strategies, many advanced tech-

niques are raised in the area of recommender systems by assimilat-

ing the basic categories [3]. They include: 

Context-Aware Recommender System (CARS) [3]: “A recom-

mender system that provides a target user within a specific context 

with a list of items that is most relevant to the target user in the 

specific context”. 

Cross-Domain Recommender System (CDRS) [3]: “A recom-

mender system that provides a target user with a list of items in 

the target domain that are most relevant to the target user by ex-

ploiting knowledge from the source domain that shares resources 

with the target domain”. 

Group Recommender System (GRS) [3]: “A recommender system 

that provides a group of users as a whole with a shared list of 

items that are most relevant to the users in the group”. 

Multi-Criteria Recommender System (MCRS) [3]: “A recom-

mender system that provides a target user with a list of items that 

are most relevant to the target user by using the relevance ratings 

of items in multiple criteria that are provided by the users”. 

This survey is focusing on the two emerging recommendation 

areas: Cross-Domain and context aware recommender systems. By 

surveying the related papers we are trying find out the scope of 

integrating both of the techniques for assuring most accurate and 

personalized recommendations. 

For this survey, we analyze, compare, and classify a subset of both 

CDRS and CARS papers over the last decade (2001-2018). Sur-

vey is focused on the major research solutions proposed in both 

the fields separately.  

In the case of CDRS, this survey is focused on the study and scru-

tinization of the techniques used (Clustering, Semantics, Graph 

based, Probability distributions, Factorization), evaluation metrics 

(MAE, RMSE, Recall, Precision, F-Measure, nDGC, MRR, etc.), 
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problems addressed (Accuracy, Scalability, Trust, Sparsity, Cold-

Start, New user, new item, etc.) and various datasets(MovieLens, 

EachMovies, NetFlix, Epinions, DBPEDIA, MovieLens, Book-

Crossing, Librarythings, Douban,Weibo) used in each selected 

papers.  

In the area of CARS, this survey aims to find the application do-

mains(Multimedia, e-Commerce, Health Care, Distributed Net-

works, Travel and Tourism, Social Networks, Mobiles); contexts 

incorporated in each domain(users mood, age , gender, Time and 

Space, Social data, location , occupation, etc.); data extraction 

Methods(Implicit, Explicit, Machine Learning, Explicit and Im-

plicit); modeling approaches(ontology, graph, vector, markup and 

logic); contexts filtering approach(pre-filtering, post-filtering and 

contextual modeling) and evaluation metrics(MAE, RMSE, Re-

call, Precision, F-Measure, nDGC, MRR, etc) from the selected 

papers.  

It is found that CDRS itself can improve the quality of the rec-

ommendations for items by incorporating information from differ-

ent domains. But it utilizes only user, items and rating information 

from those domains. If it can effectively consider and integrates 

contexts of those domains through CARS techniques, the recom-

mendations become more personalized specific to those contexts. 

That will be more effective with today’s most complex data and 

knowledge engineering processes for different application do-

mains. CDRS is emphasized mainly only the historical data of 

both source and target domains only, but the thing is that users 

choice may change according to different temporal contexts such 

as time, location etc. Both can complement each other for the 

betterment of recommendation tasks. Focusing on this idea, an 

outline of the framework is proposed for CDCARS at the section 

V of this paper. 

 This paper is organized into 6 sections as follows: Section II deals 

with Cross-Domain Recommender System, Which contains its 

definition, and techniques used, datasets and evaluation tech-

niques. Section III contains definition, techniques used, datasets 

and evaluation techniques found in Context Aware Recommender 

Systems. Section IV discusses the common evaluation techniques 

found in both CDRS and CARS. Section V explains the scope of 

integrating CARS and CDRS and Section VI concludes review 

work with future directions. 

2. Cross-domain recommender system 

CDRS emerged in-order to solve the problems in single domain 

RS and thus improve the quality and accuracy of the personalized 

recommendation. A domain is a recommender ecosystem which 

consists of users’ items, and the rating matrix. In single domain, 

items are recommended related to the same domain itself where 

users have expressed interest through ratings, where as cross-

domain recommender systems utilizes the knowledge acquired in 

a single or multiple source domain to enhance the recommenda-

tions of the target domain. Thus they combine multiple domains 

for better accuracy, diversity, new item and new user problems 

instead of treating each and every domain separately as in single 

domain recommender system. 

2.1. Definition 

Ignacio Fernandez et al.[4] formally defines Cross-Domain RS for 

two domains A and B as follows. 

“let 
A B

U ,U  be the sets of users and ,
A B

I , I  be the sets of items 

with “characteristics” (user preferences and item attributes) in the 

domains A and B respectively”. They defined two cross-domain 

recommendation tasks:  

• “Exploit knowledge about users and items in the source 

domain A for improving the quality of the recommendations 

for items in the target domain B”.  

• “Making joint recommendations for items belonging to dif-

ferent domains, i.e., suggesting items 
A B

I UI in to users in 

A B
U UU  ”. 

There is no clear definition and separation of domains can be 

found in the literature for CDRS. Cantador et al.[15] defines Do-

mains for CDRS as 4 levels as shown in Table 1. 

 
Table 1: Domain Definition Levels 

Domain 
definition 

Levels 

Domain 

similarity 

Distinct do-
main consid-

eration 

Domain 

example 

Example of 

Datasets 

Attribute 
Level 

Items 

may be 

of same 
type with 

same 

attributes. 

Items have 

difference in 
the value of 

certain attrib-

ute are consid-
ered as distinct 

domains. 

Comedy 
Movies 

and 

Thriller 
Movies 

EachMovie and 
MovieLens 

Type 

Level 

Items 
may be 

of same 
type with 

some 

common 
attributes. 

Items with 

different at-

tribute subset 

are considered 
as distinct 

domains 

Movies 
and TV 

series 

Amazon 

Item 

Level 

Items are 

of differ-
ent types 

with most 

different 
attributes 

Different 
items consid-

ered as differ-

ent domains 

Movies 

and 
Books 

BookCrossing 
and Mov-

ieLens/Each 

Movie 

System 

Level 

Items 

may be 
of same 

type with 

same 
attributes 

Items belongs 

to different 
systems are 

considered as 

different do-
mains 

Theatre 
Movie 

and TV 

Movie 

MovieLens and 
Movie Pilot 

Douban and 

Netflix 

2.2. Techniques used in CDRS 

CDRS tries to overcome the problems of conventional recom-

mender system by utilizing knowledge from multiple domains 

instead of focusing single domain. The CDRSs are based on the 

algorithms such as 

1) Clustering 

Clustering based CDRS tries to cluster the ratings based on the 

users and items have the same rating pattern [CD1-CD11] and 

thus recommend the items that follow of the same cluster similari-

ty pattern. 

2) Semantics 

Ontology and Knowledge engineering has made their own path in 

Recommender systems. By using these techniques, information 

from the source domain is mapped, by using this knowledge map, 

and 

thus the target domain is classified[CD12-CD15]. 

3) Graph-based approaches 

Graph- based approaches aims to generate the connection between 

the user and items in the target domain by identify the same in the 

source domain [CD16-CD21]. 

4) Probability distribution 

In this recommendation score is calculated from the probability of 

each item with respect to all users of the source domain and then it 

is transferred to the target domain for recommendation [CD22-

CD25] 

5) Factorization 

Through factorization the rating matrix is factorized to feature 

matrices in the source domain and then transferred to the target 

domain by combing it with target domain feature matrix for find-

ing the missing ratings. Most of the CDRS is based on matrix 

factorization [CD26-CD43]. 

6) Tag-based association 

In this grouping of source users and items with respect to the as-

signed tag is performed first. Then the associated tags in both 
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source and target domain is identified thus a rating pattern is gen-

erated for recommendation [CD44-CD50] 

The most researched problems of conventional recommender sys-

tems, which have been effectively solved so far in CDRS and the 

criteria for evaluating those recommender systems, are listed in 

Table 1 There are mainly 7 algorithms or methods are used in 

CDRS for their effective implementation. The algorithms and 

corresponding evaluation metrics, problems addressed and da-

tasets which are used, they are also listed in Table 2. 

 

 
Table 2: Algorithms, Evaluation Metrics, Problems Addressed and Datasets Used in CDRS 

Paper Techniques used Evaluation Metrics Problems Addressed Data Set 

[CD1] 

Clustering 

Hit ratio 
Accuracy, scalability, 

trust 
MovieLens and LibraryThing 

[CD2] RMSE Accuracy, MovieLens 

[CD3] MAE Sparsity 
Netflix, GameLoad, Jester, Musi-

cLoad 
[CD4] MAE Sparsity MovieLens 

[CD5] MAE Sparsity, Confidence MovieLens, EachMovies 

[CD6] MAE Sparsity MovieLens, EachMovies 
[CD7] RMSE UI Modelling NetFlix 

[CD8] MAE Accuracy  

[CD9] MAE Accuracy MovieLens 
[CD10] MAE, RMSE Sparsity Self Generated 

[CD11] Recall Confidence Epinions 

[CD12] 

Semantic 

Recall, Precision, F-Measure  DBPEDIA 
[CD13] Recall, Precision, F-Measure, UI Modeling MovieLens, BookCrossing 

[CD14] Hit Ratio  Librarythings 

[CD15] Recall, Precision Scalability Douban 
[CD16] 

 

Graph- based 

Recall, Precision, F-Measure, 

MAE, Kendal 
Cold-Start Weibo 

[CD17] Precision Accuracy MovieLens 
[CD18] Recall, Precision, MAE Accuracy Facebook 

[CD19] Precision Cold-Start GameLoad, Music Load 

[CD20] Precision Accuracy Self generated 
[CD21] MAE Diversity Listenjapan 

[CD22] 

Probability Distribution 

ROC Robustness Internetradio 

[CD23] MAE  
Movielens, BookCrossing, EachMov-
ies 

[CD24] RMSE Accuracy Netflix,Douban,Wikipedia, IMDB 
[CD25] Recall, Precision Privacy Movielens IMDB 

[CD26] 

Factorisation 

Recall, MAP Confidence Internetradio 

[CD27] Recall Confidence Amazon 

[CD28] 
Precision, ARP,AUC, nDGC, 

MRR 
Confidence MovieLens, Netflix 

[CD29] MAE Sparsity Movielens 

[CD30] MAE 

Accuracy, UI Model-

ing, Confidence, Cold 

start 

Amazon, KDDCUP 

[CD31] MAE, RMSE Accuracy Douban, DianPing 

[CD32] MAE,RMSE Accuracy Amazon 

[CD33] MAE Accuracy MovieLens, LibraryThings 
[CD34] MAE, RMSE Sparsity MovieLens, Netflix 

[CD35] MAE, RMSE Sparsity MovieLens 

[CD36] MAE, RMSE Accuracy MovieLens, Netflix 
[CD37] MAE, RMSE Sparsity MovieLens, epinions 

[CD38] MAE Accuracy MovieLens, Netflix 

[CD39] RMSE UI Modeling Netflix, Douban 

[CD40] RMSE 
UI Modeling, Confi-

dence 
Douban, Netflix 

[CD41] RMSE Sparsity Movielens 

[CD42] RMSE Sparsity 
Movielens, Netflix, BookCrossing, 

EachMovie 

[CD43] RMSE Accuracy, Sparsity Flixter, Movielense 

[CD44] 

Tag Based Association 

Recall, Precision, F-Measure  Facebook 

[CD45] Recall, Precision, F-Measure  Douban, Weibo 

[CD46] Precision, MAP, nDGC Sparsity Douban, Weibo 
[CD47] Precision UI Modeling Douban 

[CD48] MAE, RMSE 
UI Modeling, Confi-

dence 
Douban 

[CD49] MAE Utility LibraryThings 

[CD50] Correlation Cold-Start Facebook 

 

In each paper authors have tried to solve few problems found in 

traditional RS such as cold start, sparcity, accuracy, privacy etc in 

an effective way, which also listed in the Table 1 along with other 

details. CDRS models can be categorized into adaptive models 

and collective models. Adaptive models utilize knowledge from 

one or more source domain to make recommendations to a target 

domain directly where as collective models can exploit infor-

mation from multiple domains jointly and thus attain the potential 

to make recommendations for any one of those domains [5]. Thus 

CDRS can combine two or more domains effectively. 

3. Context-aware recommender system 

The traditional conceptual recommender system only deals with 

two entities that are users and items. CARS extends traditional RS 

paradigm which considers the two dimensions (user and items), by 
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adding more dimensions( contexts) in which recommendations are 

made. This contextual information can be attained, explicitly by 

manual input from the user or implicitly from the environment or 

by analyzing user interactions.  

3.1. Definition of context 

Dey et al. [4] defines context as “any information that can be used 

to characterize the situation of an entity. An entity is a person, 

place, or object that is considered relevant to the interaction be-

tween a user and an application, including the user and applica-

tions themselves.” Schilit et al. [6] divided context in 3 categories 

such as user context, computing context, and physical context. 

User contexts include the details of the user profiles such as social 

situation, location, people nearby, etc. Computing context includes 

communication costs and bandwidth, network connectivity, and 

nearby resources such as displays, printers, and workstations. 

Physical contexts include traffic, noise, and lighting and tempera-

ture conditions of the environment of the user. Chen and Kotz [7] 

added time as next category of contexts in RS. Schmidt et al. [8] 

added another context category as tasks. They also define the di-

mensions for tasks such as the social environment of the user, 

location of the tasks, time of the tasks, infrastructure and physical 

conditions of the tasks. Zimmermann et al. [9] categorizes con-

texts fundamentally as individuality, location, activity, time, and 

relations. From all the definitions of contexts and its categories 

shows that the dimensions of context is based on who (user), what 

(object), how (activities), where (location), and when (time) the 

RS used. 

3.2. Techniques for modelling CARS 

CARS have been applied in every domain such as multimedia, 

ecommerce healthcare, tourism etc., where traditional recom-

mender systems are worked for better personalized recommenda-

tions. The success of CARS depends on the extraction of appro-

priate contexts, in which the recommendation has to be based. 

Contextual information can be extracted implicitly [CA1-CA20], 

explicitly [CA21-CA23] or by using machine learning [CA24] 

approaches. In explicit extraction process users are required to 

provide the information which are relating to the contexts, where 

as in implicit mode of extraction, contexts are identified from the 

user profiles in the environment itself. Machine learning tech-

niques utilize data mining or statistical learning techniques for 

automatically identifying the contexts by monitoring user activi-

ties. 

Modeling approaches are concerning with the design of a structure 

corresponds to all users and their preferences to improve the pre-

diction of recommendations. The modeling approaches found in 

papers are vector space, graph, ontology, mark up and logic. 

Among this ontology and vector is mostly used. Those are used 

along with both implicit and explicit data extraction methods. In a 

vector space user profile is represented using multidimensional 

vectors. Items scores according to the contexts are deducted by 

using probabilistic algorithms [CA5-CA17, CA23, CA24, CA37-

CA44]. Ontology uses the concept of class hierarchy for represent-

ing user profiles. Each hierarchy denotes the users interested 

knowledge area [CA1-CA4, CA21, CA22, CA28-CA36]. In 

Graph approach, a graph is generated according to the context and 

a random walk is performed for finding the most suitable recom-

mendation choices [CA18-CA20, CA25-CA27]. Mark up is an-

other approach for contextual modeling. In this mark up tags along 

with attributes are used to infer the probability of recommending 

items [CA45]. In logic approach contexts are represented as a set 

of conditions in which concluding expressions for recommenda-

tion are derived from [CA46]. Table 3 contains all the details scru-

tinized regarding CARS. 

 

 
Table 3: Modeling and Filtering Approaches Along with Incorporated Contexts and Evaluation Techniques in CARS Application Domain 

  
Application 

Domain 
Contexts incorporated 

Data Extrac-

tion Method 

Modeling 

Approach 

Filtering Ap-

proach 
Evaluation Technique 

[CA1] e-Commerce 
Current budget , State of 

mind 

Implicit 

ontology 

Post-filtering CTR, PR 

[CA2] Multimedia Previous logs Pre-filtering   

[CA3] e-Commerce Volume, Valance Post-filtering Recall, MRR 

[CA4] Health Care Location Pre-filtering NA 

[CA5] Multimedia 
Reviews, abstracts, or syn-

opses 

Vector 

Contextual Mod-

eling 
RMSE 

[CA6] Multimedia Health and emotions Pre-filtering Precision 

[CA7] Places 

textual, geographical, So-

cial and popularity infor-

mation 

Contextual Mod-

eling 

Precision, Re-

call,RMSE 

[CA8] Places Personal Descriptions Post-filtering 
Precision, Recall, 

MAE,RMSE 

[CA9] Multimedia users mood Pre-filtering RMSE 

[CA10] Multimedia Users mood, age , gender Post-filtering MAE, RMSE 

[CA11] e-Commerce Time and Space 
Contextual Mod-

eling 
Recall, MRR 

[CA12] Mobiles Social data, location time 
Contextual Mod-

eling 
Recall 

[CA13 Mobiles Social data, location time Pre-filtering Recall 

[CA14] General 
Gender, Age, Occupation, 

Location 
Pre-filtering MAE, RMSE 

[CA15] 
Social Net-

works 
tags, time,Companions Pre-filtering MAE, RMSE 

[CA16] 
Social Net-

works 
tags, time,Companions Pre-filtering Precision, Recall, MAP 

[CA17] 
Distributed 

Networks 
Location,time,user profile Post-filtering 

Precision, Recall, F-

measure, RMSE 

[CA18] 
Travel and 

Tourism 

Social relations, Personal 

Preferences, current loca-

tion 
Graph 

Pre-filtering 
Precision, Recall, F-

measure 

[CA19] Social Net- Friend of friends, location, Pre-filtering Precision, Recall 
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works profession 

[CA20] Mobiles 
Contact Profiles and other 

mobile data 
Pre-filtering MAE, RMSE 

[CA21] Multimedia 
tag, duration, location, 

mood 

Explicit 

Ontology 

Pre-filtering 
Precision, Recall, F-

measure 

[CA22] 
Social Net-

works 
tags, time,Companions Pre-filtering 

Precision, Recall, F-

measure 

[CA23] General 
mood, location,landscape, 

age, gender 
Vector Pre-filtering Precision, Ndcg 

[CA24] Mobiles logs 
Machine 

Learning 
Vector Pre-filtering MAE, RMSE 

[CA25] Multimedia when,who, what, where 

Explicit and 

Implicit 

Graph 

Pre-filtering Precision, Recall 

[CA26] e-Documents Time and topic Pre-filtering Precision, Recall 

[CA27] e-Commerce Time and choice Pre-filtering 
Precision, MAE, 

RMSE, nDCG 

[CA28] e-Documents 
Mobile model, screen size, 

speed etc 

Ontology 

pre-filtering Precision, Recall 

[CA29] Places 
external and physical con-

text  

Contextual Mod-

eling 
Precision 

[CA30] 
Travel and 

Tourism 

Social relations, Personal 

Preferences, current loca-

tion 

Post-filtering 
Precision, Recall, F-

measure 

[CA31] e-Documents 
Subject, Document Type, 

Degree, Repository 
Pre-filtering Nil 

[CA32] e-Documents Subject, Location Pre-filtering nDCG 

[CA33] 
Social Net-

works 
Attitude towards tags Pre-filtering CTR 

[CA34] General role Pre-filtering   

[CA35] 
Social Net-

works 
Mood, location Pre-filtering 

Precision, Re-

call,RMSE 

[CA36] Multimedia 
companion, day of the 

week 

Contextual Mod-

eling 

Precision, Recall, 

RMSE,MAE 

[CA37] Multimedia Mood, day of the week 

Vector 

Pre-filtering 
Precision, Recall, F-

measure, MAP 

[CA38] Multimedia 
detecting contexts accord-

ing to Applications 
Pre-filtering Precision 

[CA39] Multimedia time Pre-filtering Precision, Recall 

[CA40] Places Landscape, location Pre-filtering F-measure,MAE 

[CA41] Places Location,time Pre-filtering Precision, Recall 

[CA42] Multimedia 
tag informtion, rating dura-

tion 

Contextual Mod-

eling 
Precision,MAE,RMSE 

[CA43] e-Documents time Pre-filtering Nil 

[CA44] 
Social Net-

works 

social relations, Personal 

Preferences 

Contextual Mod-

eling 
MAE 

[CA45] Multimedia Pattern of music Markup Post-filtering Precision, Recall 

[CA46] 
Travel and 

Tourism 

Detecting contexts accord-

ing to Applications 
Logic Pre-filtering Precision 

 
Table 4: Techniques for Information Filtering 

Contextual Pre-filtering  Contextual Post-filtering  Contextual-modeling  

Here recommendation system input is contextu-

alized and performs traditional 2D recommended 
system process on filtered data set. [CA2, CA4, 

CA6, CA9, CA13-CA16, CA18-CA28, CA31-

CA35, CA37-CA41, CA43, CA46] 

Here recommender system output is contextual-

ized. First performs traditional 2D recommenda-
tion and then contextualization is performed on 

the selected data set. [CA1, CA3, CA8, CA10, 

CA17, CA30 CA45] 

Here contextualization is performed on the rec-
ommendation function itself. As part of the esti-

mation of rating, contextual information is direct-

ly applied in the recommender system models. 
[CA5, CA7, CA11, CA12, CA29, CA36, CA42, 

CA44]. 
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Another major focus of CARS is how and when to incorporate the 

contexts in to the recommendation process. There are mainly three 

filtering approaches found in literatures each have their own role 

in CARS. In pre-filtering the irrelevant scores to the context are 

filtered out before computing the final recommendations [CA2, 

CA4, CA6, CA9, CA13-CA16, CA18-CA28, CA31-CA35, CA37-

CA41, CA43, CA46], where as in post-filtering the irrelevant 

scores to the current contexts are filtered out after the final rec-

ommendations[CA1, CA3, CA8, CA10, CA17, CA30 CA45]. The 

third approach is contextual modeling, in which the contexts are 

used along with the traditional recommendation-generation algo-

rithms [CA5, CA7, CA11, CA12, CA29, CA36, CA42, CA44]. 

In CARS contextual information are also added along with the 

input data for traditional recommender systems (user, item, and 

rating). The input to CARS consists of user, item, context, and 

rating. we start with the data having the form U ×I ×C×R, where C 

is additional contextual dimension and end up with a list of con-

textual recommendations i1, i2, i3 . . .There are three methods of 

incorporating contexts in recommender systems depends on the 

time of incorporating contextual information with traditional rec-

ommender systems. They are shown in Table 4. 

4. Evaluation of metrics found in CDRS and 

CARS 

The evaluation techniques for CDRS and CARS are same as that 

of Traditional Recommender Systems. The most relevant measure 

of recommender system evaluation is accuracy. The metric for 

evaluating the accuracy of recommender system can be classified 

into classification metrics, prediction metric and ranking metrics. 

The metrics commonly used under categories are shown in Table 

5. 

 

Table 5: Evaluation Metrics 

Category Metric Formulae Explanation 

Classification Metrics 

Recall(R) 

TP
P =

TP + FN
 

TP- True Positive 
FP- False Negative 

It is the fraction of all relevant items that were 

recommended. 

Precision(P) 

TP
P =

TP + FP
 

TP- True Positive 

FP- False Positive 

It is the fraction of all recommended items 
that are relevant. 

F-Measure(F1) 
2.

1
P.R

F =
P + R

 
It is the Harmonic mean measure of precision 

and recall 

Prediction Metrics 

Mean Absolute Error 

MAE=
( (

( (
( )

1
u,i u,i

u,i Q

r r
Q

  

Q - Testing Data Set 

u,i
r - True Ratings 

u,i
r - Predicted Rating 

MAE is the simplest, but it does not take into 

account the direction of the error (positive 
error or negative error) 

Mean Squared Error MSE =
( (

( )
( )

21
u,i u,i

u,i Q

r r
Q

  
MSE has a larger penalty on large errors and 
the squared error does not have an intuitive 

meaning. 

Root Mean Squared Error RMSE= MSE  

RMSE is more widely used in computing the 
prediction accuracy of the recommender sys-

tem 

Ranking Metrics 

Mean Average Preci-

sion(MAP ) 

( )
1

Q

q=

avep q
MAP =

Q


 

Q- No. of Recommendations 

MAP is the average of multiple recommenda-

tion precision 

Receiver Operating Charac-

teristic( ROC) Curve 
 

The ROC curve is a two-dimensional coordi-

nate graph, the X-axis is the false positive rate 
(FPR) and the Y-axis is the true positive rate 

(TPR). The ROC curve shows the corre-

spondence between FPR and TPR 
Area Under Curve  The performance of different recommender 
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systems can also be compared by the Area 

Under the ROC curve. 

Mean Reciprocal Rank 

1

1Q

q=
i

rank
MRR =

Q



 

𝑟𝑎𝑛𝑘𝑖- are the user's favorite items in the 

list of recommendation rankings. 

It can measure whether the recommender 
system places the user's favorite items in the 

front 

Normalized Discounted 
Cumulative Gain( nDCG) 

( )

( )perfect

DCG r
nDCG =

DCG r
 

( )DCG r =disc(r(i).u(i)) 

disc(r(i)) - a discount function based on the 

ranking 
u(i) - the utility of the items in the recom-

mendation list 

DCG(
perfect

r  represents a perfect ranking of 

discounted cumulative gain 

It can measure the quality of ranking in terms 
of its relevance. 

 

5. Scope of context-awareness in cross domain 

recommender system 

Recommender systems suffer from cold start and data sparsity 

problems invasively. Researchers have proposed various solutions 

to this problem, in which CDRS is an effective approach. CDRS 

utilizes user data from multiple domains to generate prediction for 

the target user. The focus of existing researches in the area of Rec-

ommender System is in Cross Domain and Context aware recom-

mender systems (CDCARS). From the study we found that both 

areas are complementing each other for the betterment of recom-

mendation tasks. One challenge exists in CDRS is that the empha-

size mainly only the historical data of both source and target do-

mains only, but the thing is that users choice may change accord-

ing to different temporal contexts such as time, location etc. Now 

the researchers are focusing on the context aware cross domain 

recommender system for the most personalized recommendations. 

Contexts can be used in CDRS in two ways. Firstly different con-

texts can be treated as different domains and secondly it can act as 

a bridge between different domains. The synergy between cross 

domain and contextual recommendations still is not fully ex-

plored. In CDRS context can be treated as a bridge between vari-

ous domains. 

Joshy et al. [10] emphasize the role of the time context in CDRS. 

They proposed a cross domain model for both movie and novel 

domain, which focus on the current interest of the user. Yuan et al 

[12] propose a structural context-aware feature selection frame-

work for cross media recommendation. In [13] recommend a 

frame work, which is evaluated for recommending music suited 

to place of interest. They use semantic concepts to link several 

domains and contextual information (location and time). In [D] 

they propose a CDRS for cosmetics related to skin care issues. 

They use ontology to implement context awareness.  

The above three CDRS is only applicable to the specific domain 

only, which means that making use of their algorithm to other 

domain would be difficult and ineffective. Later Veras et al. [11] 

investigate the adoption of both pre-filtering and post filtering 

context aware techniques in CDRS in order to improve its predic-

tive performance and accuracy. They found pre-filtering is more 

accurate for adopting contexts in CDRS and their models can be 

applicable to all domains.  

Schedl et al [14] surveyed Music Recommender System for find-

ing the scope of future directions. They suggests the incorpora-

tion of contexts such as psychology, culture and situation in RSs, 

which will leads to CDRS for getting all these contexts. Only 4 

papers has been found related to context aware cross domain Rec-

ommender Systems, which means the area is still unexplored and 

researchers has to focus on it to improve the accuracy of CDRS. 

 

 

 
Fig. 1: Module Configuration for CDCARS. 
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Fig.1. shows a proposed module configuration for Cross Domain 

Context Aware (CDCA) Recommender System framework. It 

consists of 6 modules; they are Data Collection Module, Data 

Store, Information retrieval module, Cross Domain Recommenda-

tion Model, CDCA Recommender Engine and evaluation module. 

The Data Collection Module collects the data from the users 

which include user, item, and ratings/transaction details. Updating 

of dynamic feedback to data stores is also has to do by that mod-

ule. Data store contains the information collected from different 

Domains, both source and target domains. Information retrieval 

module extracts new knowledge about contexts for bridging dif-

ferent domains, ratings and other necessary information from the 

available data in the data store. Next is the main part of the 

framework in which recommender system modeling has to take 

place. Contexts incorporation is revolving around this module. As 

shown in the Fig. 1. contexts can be filtered prior to this module, 

along with CDRS modeling and after this module. The selection 

of context filtering is based on the domain of application and the 

nature of the contexts. In next phase recommender system is im-

plemented for single user recommendation and for group recom-

mendation and then it is evaluated by using various evaluation 

techniques. By interacting with the user feedback data is collected 

and updated in the data store. A framework that integrates modules 

like this can easily develop a CDCA Recommender System for 

both single and group of users. 

6. Conclusion and Future work 

This paper presents a report on the survey performed in the area of 

CDRS and CARS separately as well as it investigates the scope of 

context awareness in the CDRS. CDRS is found to be an effective 

solution for Cold start, New user and New item problem in a RS. 

Increasing accuracy and diversity is also the aim of CDRS. It is 

found that in the near future researchers have to focus on the ef-

fective use of different contexts in CDRS for the better accuracy 

and more personalized recommendations. Contexts can be used in 

CDRS in two ways. Firstly different contexts can be treated as 

different domains and secondly it can act as a bridge between 

different domains. Both of these are not yet explored by the re-

searchers.  

There is no framework exists for cross domain context aware rec-

ommender systems by utilizing various machine learning tech-

niques which will help to reduce the model elicitation without 

explicitly collecting the contexts. The most evaluation metric used 

along with CDRS as well as CARS is only used for measuring the 

accuracy only. In the case of CDRS it has to give more emphasize 

on diversity and novelty for getting higher utility and satisfaction. 

As a result of our study it is clear that Context Aware Cross Do-

main Recommender System is the near future of the Recommend-

er system research. 
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