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Abstract 
 

A Doctor‟s prescription is a handwritten document written by doctors in the form of instructions that describes list of drugs for patients in 

time sickness, injuries and other disability problems. While we receiving a new prescription from doctor, it is unable to understand what 

drug name is prescribed on it. In most cases, however, we wouldn't be able to read it anyway because doctors use Latin abbreviations and 

medical terminologies on prescriptions that are not understandable by the general persons which make reading it very difficult. Accord-

ing to the National Academy of Sciences estimates that at least 1.5 million peoples are sickened, injured or killed each year by errors 

while reading prescription. This paper resolves the problems in doctor‟s prescriptions through Medicine Box, and Smart phone applica-

tion that uses Conventional Neural Network (CNN) to recognize handwritten medicine names and return readable digital text. This mo-

bile application uses TensorFlow as the machine learning library, and Custom Repository to match the partial string with the drug name. 

With Medicine Box, cases of misinterpretation of medicine names can be decreased. This makes the ordinary persons to understand what 

doctor is prescribed in the prescription and also help for pharmacists. 
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1. Introduction 

Nowadays the usages of Smartphone have been increased rapidly.  

So, implementation of newer technology on mobile devices make 

much better to reduce the work load for people. In the day by day 

human life the medicine and treatment are mandatory factors. In 

such cases, reading the doctor prescription always a big problem 

because the doctor prescription is written in the combination of 

Latin abbreviations and medical terminologies.  Normally, pre-

scriptions are only read by other doctors or pharmacists. Ordinary 

person can‟t understand what is in the prescription; they had big 

anxiety while seeing the doctor prescription. 

To solve this problem and making the ordinary person to under-

stand the handwriting of doctors prescription and to get 

knowledge about the medicines a deep machine learning approach 

through the TensorFlow is used. 

TensorFlow is a free software library used for providing immense 

performance in the computation of numerical data. Flexibility of 

its architecture makes the computation deployment simple over 

different platforms like CPU, GPU, TPU and group of servers to 

mobile and edge devices [14].  

 TensorFlow is used to build a Conventional Neural Network with 

the help of collection of dataset. In addition, CNN is used to per-

form intelligent calculating network for recognizing doctor‟s pre-

scription [11,15].  

To build a CNN, a handwritten dataset called IAM is used. Be-

cause IAM is a handwriting database contains the biggest collec-

tion English handwriting images. It has 1539 pages of scanned 

text written by 600+ writers. Only top 200 writers with the most 

amounts of data are used. It is possible to use the whole dataset 

but it will increase the training time and size of model. 

After building the CNN with dataset, sequence of features are 

obtained.  By the help of features, the LSTM (Long Short Term 

memory) which is latest type of recurrent neural network for pre-

dicting characters is used to predict the character from features 

[8,16].  

2. Methodology 

2.1. Data Collection 

 

As mentioned above, IAM dataset is used to sequence the 

handwriting. First, everyone needs to register to the site and 

download folder of images and with xml files with position 

of text in the image. Neural networks don‟t require much 

preprocessing of raw data in this project. So it will not 

make any modifications or corrections to these images 

however instead of passing the full image to the neural 

network, only small patches of text are passed. 

 

2.2. Generating Patches of Data 

 
To make the neural network to understand the writing style of 

doctors instead of passing individual sentences or words, only 

random patches of text are used. For generating patches from eve-

ry sentence, cropped images randomly size of 113x113 are used. 
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The image shown below in Fig.1 is a collage of 8 such patches 

[2,3]. 

 
Fig. 1: Patches 

 

With help of python, a simple generator function is created to 

move over each sentence, which makes cropping and generating 

random patches of images from it.   For every image we will limit 

the number of patches to 70% of total patches that can be generat-

ed [1]. 

 

2.3. Predictions with Recurrent Neural Network 

 
Recurrent Neural Network (RNN) is used to predict the next char-

acter from images.  For this project, the LSTM (Long Short Term 

memory) cell is used from RNN. For each time one word is pro-

cessed by LSTM and the forthcoming letter in name of drugs is 

found by calculating the probabilities of the possible values. 

A vector which consists of zeroes initializes the network‟s 

memory state. So that after scanning every word it is updated easi-

ly[17, 9, 7]. In Fig.2 the „x‟ is feature and the „o‟ is a vector of 

probabilities of size length (vocabulary). 

 

 
Fig. 2: Simple Recurrent Neural Network 

2.4. Creating a Model 

 
Creating a model is the important phase in machine learning ap-

proach. For this project, after completing the collection of data and 

some generator functions with python model is builded.  It is im-

portant to implement a new environment for this TensorFlow 

model. Model is nothing but building a CNN in keras with Ten-

sorFlow as backend. 

A standard CNN is used with multiple convolution and maxpool 

layers, a few dense layers and a final output layer with softmax 

activation.  RELU activation was used between the convolution 

and dense layers. The size of the model needs to be proportional to 

the size of the data[10]. CNN model summary is provided in the 

table Table.1 below.  

After a large bit of hyper parameter tuning it is obtained to a loss 

of 97% on the test dataset which the model was never exposed to 

see patches below that the model classified as the same writer. The 

shape of “t” seems very similar so would also make intuitive sense 

that they belong to the doctor‟s writing style. 

 

Table 1: CNN Model Summary 

 

2.5. Training a Model 

Training a model is the final stage of machine learning.  Training 

is to make CNN work with more accuracy and high performance.  

Increasing the training and data will increase the performance of 

model.In addition, Tensor board is used to virtualize the perfor-

mance model by graph [4]. 

2.6. Optimization 

Optimization is the method of converting training trained Tensor-

Flow model into light weight portable file so that we can use it for 

any mobile devices. TensorFlow lite convertor is used to convert 

the trained TensorFlow model into lite file(.tflite) for mobile usa-

bility.  This Tensorflow lite file can use for both Android and IOS 

platform [17]. 

2.7. Smartphone Application 

For smart application conversion, android platform is used be-

cause android is flexible and user friendly platform for implement-

ing machine learning in mobile devices. Android platform also 

provides special operation called Native Development Kit(NDK) 

like JDK which helps to perform machine learning operation in 

mobile device. 

 
Fig. 3: Architecture Diagram of Android Application 

With the model, classifier and image listener have been written 

which helps to perform computation. When the user opens the 
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camera through this application, the android NDK runs on C++ 

which helps to perform the recognition through classifiers [12]. 

The above figure Fig.3 clearly explains the process. 

2.8 Repository for Medicine Name or Drugs Names 

After completing the recognition through application, string is 

obtained as output. To confirm that the string is drug name, cus-

tom repository is used which is nothing but a large size of array 

contains collection drug names [5,6,13]. 

String matching operation is performed using java string matching 

concept. Finally with the help of output strings and custom reposi-

tory, drugs names are validated. 

3. Experimental Results 

3.1 Training and Testing 

Training a model with large amount of data will increase accuracy 

of the model.  As mentioned above, we use all the generated data 

to train the model. In this TensorFlow, the training falls with two 

different things like iteration and architecture for training. For this 

project, we limit the iteration up to 10,000 and use the TensorFlow 

standard Architecture.   

To virtualize the training and testing phrase in graph method we 

use Tensorboard that provide scenario of training and testing in 

the graph format. Following images illustrate the training and 

testing performance of the model through graph. 

 
Fig. 4: Accuracy 

Accuracy of model during training and testing is illustrated in 

Fig.4. The red line denotes the test accuracy and blue line denotes 

the training accuracy of the model. Increasing the dataset collec-

tion will increase the accuracy rate. 

 
Fig. 5: Cross entropy loss 

Cross entropy loss during the test and training time is depicted in 

Fig.5. Sometimes high loss rate also affects accuracy which 

should be avoided. The weights and biases of the model after 

completing the training and test phrases are shown in Fig.6 and 

Fig.7 respectively. These graphs show the recognition strength of 

the model. 

 
Fig. 6: Weights 

 

 
Fig. 7: Biases 

3.2. Optimization and Smart Phone Application: 

Optimization is the step used in this paper to optimize the model 

and make it as suitable file to implement in the Smartphone appli-

cation.  Optimizing a trained TensorFlow model make it Lite to 

implement into the Smartphone application.   

Adam optimizer is used to optimize the trained model.  The size of 

the model needs to be proportional to the size of the data. Three 

blocks of convolution -maxpool layers and couple of dense layers 

are used. In addition we use TensorFlow Lite Converter to the 

trained model into Lite weight file (.tflite).  

By using Native Development Kit (NDK) we implement this 

trained model in android application which is most easy platform 

for smart phone application. Simple classifier is written  in java to 

make the converted ftlite  file to work android application[16,17]. 

Following images illustrate the performance in android application. 

 
Fig. 8: Loading prescription 

 
The working model of the android application is depicted in Fig.8 

and Fig.9 where Fig.8 shows the loading of prescription that is 

needed to scan and Fig.9 shows how the application is recognizing 

the doctor‟s handwriting. 

.  
Fig. 9: Recognition of prescription 
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4. Conclusion  

In this paper, we provide a smart way to recognize the doctor‟s 

prescription using deep machine learning.  By using the Recurrent 

Neural Network (RNN) neighborhood character is predicted. This 

application will help for those people who suffer while seeing the 

doctor‟s prescriptions. The key role of this paper lies on data used 

for training purpose. The more accuracy of training data increases 

the performance of the application. By training the large data with 

large iteration we can perform the application efficiently. 
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