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Abstract 
 
The LOD data sets consist of RDF Triples based on the Ontology, a specification of existing facts, and by linking them to previously 

disclosed knowledge based on linked data principles. These structured LOD clouds form a large global data network, which provides a 
more accurate foundation for users to deliver the desired information. However, it is difficult to identify that, if the presence of the same 
object is identified differently across several LOD data sets, they are inherently identical. This is because objects with different URIs in 
the LOD datasets must be different and they must be closely examined for similarities in order to judge them as identical. The aim of this 
study is that the prosed model, RILE, evaluates similarity by comparing object values of existing specified predicates. After performing 
experiments with our model, we could check the improvement of the confidence level of the connection by extracting the link value. 
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1. Introduction 

Today’s Web is rapidly evolving from the Web of documents to 
the Web of data [1, 2, 9, 12]. The Web of documents publishes a 
generally structured document unit, and the Web of data publishes 
a data unit consisting of existing individual facts. The web of data 
allows users to actively extend their knowledge in the future by 
actively linking newly released facts (data) to previously released 

facts (data). This paper presents a more reliable means of making 
these connections. 

Documents that are released on the Web of a document provide 
high legibility, but make automatic and precise access through 
applications difficult. In order to solve the problem of having mul-
tiple data within a document not individually identified by the 
application but identified by a single document, the Linking Open 
Data (LOD) [3] emerged under the W3C initiative. 

LOD is the free disclosure of data sets on the web in accordance 
with the Linked Data principle based on an open license. LOD 
provides high openness. In recent years, the transition to LOD 
forms consisting of Resource Description Framework (RDF) [13, 
15] triples is actively underway to make public data more general-
ly available. 

The LOD Cloud, the web of data, comprises a set of data released 
in the form of LOD, and individual facts in each data set are de-
scribed as RDF Triple as shown in Figure 1. LOD datasets provide 

existing facts in RDF Triple structures in the form of subject, 
predicate, and object. This enables semantic [4, 14] processing of 
facts, further linking with other facts and reasoning through the 
extension of these connections. 

 
Fig. 1: RDF Triple 

LOD Cloud’s openness is faithful to the concept of ‘Anyone can 
say Anything about Anything’ advocated by Tim Berners Lee [3]. 
In addition, through LOD datasets built under these slogans, 
knowledge is expanded. In order for this wisdom to ultimately 
become an expression of wisdom, there must be a way to connect 
each triple with each other. LOD is based on the Ontology [10, 11] 
which is a statement of existing facts. The ontology requires that 

the objects that make up the facts be uniquely identifiable. For this 
purpose, LOD uses the Uniform Resource Identifier (URI). If two 
sub-states appearing in Figure 1 are judged to be the same, con-
nect their URI as shown in Figure 2. By describing as RDF Triple, 
knowledge can be expanded through given facts. 
 

 
Fig. 2: Object Linkage 

2. Related Works 

In LOD clouds, the method of connecting triple to triple is largely 

divided into passive and automatic methods. The passive method 
is for people to read, understand, and connect directly to each of 
the triples, with good connection quality but not to handle large 
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triples. In contrast, automatic methods by computer systems may 
degrade connection quality relatively more than the passive meth-
od, but are not affected by the triple scale.  This paper proposes to 
allow you to reconsider the quality of the connection while con-
necting the triple in an automatic manner.  

SILK and LIMES are the typical ways in which a computer sys-
tem automatically connects the triple. They have adopted a meth-
od of comparing object values of specified predicates in connec-

tion policies adopted by the public to find out how much their 
subjects match. However, simply comparing the object values can 
lead to situations where these objects are not sufficiently similar, 
even though they are actually identical. The following example 
presents the problems of the existing similarity assessment meth-
ods. 

This paper presents a Reliability Improving Link Evaluation 
(RILE) as a way to provide a more reliable connection between 

the triple by reducing these problems. The RILE evaluates a new 
fact derived through reasoning in addition to considering the 
grammatical characteristics of the predicates in addition to the 
existing ObLE (Object Based Link Evaluation) method. 

RILE applies to LOD datasets as RDFS (RDF Schema) and OWL 
2. RDFS and OWL 2 are the languages that define a strict vocabu-
lary structure that describes RDF triple and enables reasoning. The 
reason why they were selected is that the W3C [6, 7, 8] actively 

supports them, and the languages such as semantic Net, frame, and 
technology description (most of them). The vocabulary that ap-
pears in many LOD datasets that make up the LOD cloud is lim-
ited to RDFS. However, data sets using the vocabulary defined by 
OWL 2 are also steadily increasing. Considering the nature of the 
grammatical elements that RDFS and OWL 2 have in this trend, 
the RILE will be able to help improve the LOD cloud and facili-
tate the use of LOD datasets. 

A method such as ‘comparing object values of a given term’ has 

limits to situations in which an object is assessed as not sufficient-
ly similar, even though it is actually identical. If there is actually a 
difference in object values between the same objects because the 
language described is different or the time written, the existing 
approach is unable to identify and give a similar level of trust in 
the cloud. That is, the similarity between objects cannot be deter-
mined simply by comparing the object values, and the similarities 
between the objects, such as structural features, constraints, and 

properties, must be considered. Thus, in addition to comparing 
object values of specified predicates, this paper provides a closer 
look at the grammatical elements of the terms RDFS / OWL 2 to 
identify and base the weights on them. In addition, new facts de-
rived from reasoning based on specific grammatical factors are 
reflected in the similarity assessment to minimize the occurrence 
of such a situation, thereby minimizing the reliability of the LOD 
cloud. 

3. Reliability Improving Link Evaluation 

3.1. Concept of RILE 

In evaluating the equality of objects described in different triples, 
RILE is derived through reasoning, along with the OBLE method 
as well as the grammatical characteristics of the triple-letter parts. 
Through this, we expect to further improve the level of confidence 
in the assessment of similarity or difference between the triplets. 
The LOD data set is made up of a large number of triples, each of 
which consists of [subjects, predicates, objects]. As illustrated in 
Figure 1, the individual facts described in triple units can be ex-

tended to one another as long as they are practically identical to 
the other. This means that it is possible to express the potentially 
existing fact through these connections as if it were newly real. 
However, it is not possible under any circumstances to ensure full 
confidence in the newly established facts with the facts explicitly 

disclosed. It is also not possible for the system to quantify com-
pletely and automatically the level of trust that the connection has, 
except in completely same cases, or in completely separate cases. 
However, while the LOD framework presented by W3C is con-
stantly changing, it is the highest value sought by information 
disclosure, as it always shows at the top that a confidence layer is 
always located. In response, RILE tries to improve the level of 
connectedness between the facts they express through careful 

examination of the grammatical elements that triple has. 

RILE proceeds to evaluate the similarity among the triple at a 
certain level by applying an inference, with input triples similar to 
the existing OBLE method. Follow the steps to consider the 
grammatical elements of each triple with respect to the results. 
This two-phase evaluation structure ensures that the results of the 
connectivity assessment between the triple peers are more reliably 
improved than the traditional methods. Assessment results of the 

RILE are not necessarily similar. Traditional methods may evalu-
ate similar facts that may never be the same in some cases. In this 
case, the review of grammatical elements in the second step can 
show that they can never be identical. 

RILE is a descriptive text for grammar. Consider by dividing it 
into subject-predicate and lexical grammatical elements. The 
grammar factors considered correspond to a triple predicate part. 
Predicate part techniques may exist as a subject-predicate part of 

the LOD data set, on the other hand as a lexical part. The LOD 
data sets consist of RDF Triple and each RDF Triple is described 
in a structure describing the subject in RDFS and OWL2 grammar. 
 
Table 1: The Effect of Similarity Evaluation on the Subject-Predicate 

Grammar Elements 
Type Grammar Elements Effect 

RDFS 

rdfs:Resource, rdfs:Class, rdfs:Literal, 

rdfs:Datatype, rdf:XMLLiteral, 

rdfs:isDefinedBy 
No 

OWL owl:Class, owl:Thing, owl:Nothing 

OWL2 
owl:Annotation, owl:OnClass, 

owl:NameIndividual, owl:deprecated 

RDFS 
rdfs:subClassOf, rdfs:seeAlso, rdfs:member, 

rdfs:label, rdfs:comment 

Comparative 
OWL 

owl:oneOf, owl:intersectionOf, 

owl:equivalentClass, owl:unionOf 

OWL2 owl:disjointUnionOf, owl:members 

RDFS  

Absolute OWL 

owl:sameAs, owl:complementOf, 

owl:disjointWith, owl:differentFrom, 

owl:distinctMembers, owl:AllDifferent 

OWL2 owl:AllDisjointClasses, owl:hasKey 

 
A review of subject-predicate grammatical elements performed by 
RILE corresponds to the consideration in this structural dimension 

of RDF Trips. On the other hand, the other important roles of 
RDFS and OWL 2 are to provide grammar for defining the vocab-
ulary used by data producers to describe RDF Triple on a topical 
basis. Vocabulary is an essential tool to understand, share, com-
municate and utilize LOD datasets. In order to define these words, 
grammar must be provided, and RDFS and OWL 2 play their part. 
Therefore, RILE considers the grammatical elements of the words 
used on RDF Triple and actively utilizes the results to evaluate 

similarity. 
 
Table 2: The Effect of Similarity Evaluation on the Lexical Grammatical 

Elements 
Type Grammar Elements Effect 

RDFS rdf:Property 

No 
OWL 

owl:Restriction, owl:onProperty, 

owl:ObjectProperty, owl:DatatypeProperty, 

owl:OntologyProperty, owl:imports, 

owl:versionInfo, owl:priorVersion, 

owl:backwardCompatibleWith, 

owl:incompatibleWith, owl:DeprecatedClass, 

owl:DeprecatedProperty 
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OWL2 

owl:annotatedProperty, owl:annotatedSource, 

owl:annotatedTarget, owl:assertionProperty, 

owl:bottomDataProperty, owl:DataRange, 

owl:bottomObjectProperty, owl:Axiom, 

owl:datatypeComplementOf, 

owl:onDataRange, owl:targetIndividual, 

owl:topDataProperty, owl:topObjectProperty, 

owl:withRestrictions, owl:versionIRI, 

owl:AnnotationProperty, 

owl:propertyDisjointWith, owl:targetValue, 

owl:AlldisjointProperty, 

owl:AsymmetricProperty, owl:onDatatype, 

owl:sourceIndividual 

RDFS rdfs:domain, rdfs:range, rdfs:subPropertyOf 

Comparative 

OWL 

owl:allValuesFrom, owl:someValuesFrom, 

owl:hasValue, owl:inverseOf, 

owl:maxCardinality, owl:minCardinality, 

owl:equivalentProperty, 

owl:TransitiveProperty, 

owl:SymmetricProperty, owl:cardinality 

OWL2 

owl:IrreflexiveProperty, 

owl:ReflexiveProperty, 

owl:qualifiedCardinality, 

owl:propertyChainAxiom, 

owl:NegativePropertyAssertion, owl:hasSelf, 

owl:minQualifiedCardinality, 

owl:maxQualifiedCardinality 

RDFS  

Absolute OWL 
owl:FuntionalProperty, 

owl:InverseFuntionalProperty 

OWL2  

 
In addition to the consideration of grammatical elements, it is 
possible for RILE to obtain an improved level of similarity by 
reflecting the reasoning in its assessment. At LOD, reasoning 
enables the expression of new facts. One fact consists of the rela-
tionship between the data and the data, and these facts combine to 
construct LOD. The reasoning leads to new relationships based on 
the data and relationships stated in the existing facts that make up 
the LOD, which lead to the expression of new facts. Thus, reason-

ing is the ultimate goal of Ontology. Taking this into account, 
RILE can achieve a more reliable level of similarity by reflecting 
new facts derived from the reasoning of specific grammatical 
elements in the evaluation of similarity. 

In order to understand the impact of the grammatical factors under 
consideration by RILE, this chapter examines some examples 
under the theme of ‘Les Miserables’. Les Miserables revolves 
around the main character Jean Valjean, the story of many poor 

French people living around 1830. The novel, Les Miserables, 
gained much popularity through its literary value as well as its 
historical value, its historical perspective, life style, and other 
historical value. If these same themes are made with different 
media, each medium is likely to have different facts because dif-
ferent media have different settings or descriptions. Les 
Miserables will be able to effectively explain these characteristics. 
RILE considers all the grammatical elements listed in Table 1 and 

Table 2, but only a few situations are given as examples. In the 
examples below, triple stars appear from side to side. The left is 
part of the newly released source LOD data set and the right is 
part of the targeted LOD data set to which it is to be connected. 

3.2. Evaluation on the Subject-Predicate Grammar 

Elements 

The predicate-predicate descriptive grammar element that the 
predicate possesses allows more sophisticated descriptions of 
existing facts through the structuralization of the triple. In other 

words, the definition of a subject or set of objects and a hierarchy 
is possible, and it plays an effective role in identifying identical or 
non-uniform objects based on it.  For example, among the gram-
matical elements, ‘rdfs : subclass’ defines the hierarchy of objects. 
‘rds:seeAlso’ is used to link another fact associated with the sub-

ject, and ‘owl:sames’ are elements of the equality of objects. Con-
sider these factors to explore the process of incorporating them 
into the assessment of similarity. The examples below describe the 
fact that Jean Valjean, the character of the movie Les Miserables, 
and Jean Valjean, the character of the novel Les Miserables. Both 
Jean Valjean are the same character and the facts are being told 
slightly differently depending on the media. 

 (Example 1) Similarity Evaluation Considering Hierarchy (Figure 

3): The following example illustrate how similar levels of similari-
ty among objects can be helped if other objects associated with the 
objects are the same. 
 

 
Fig. 3: rdfs:subClassOf 

 
(Example 2) Similarity Evaluation Considering Related Objects 
(Figure 4): The following example illustrate how similar levels of 
similarity among objects can be helped if other objects associated 
with the objects are the same.  
 

 
Fig. 4: rdfs:seeAlso 

 
(Example 3) Similarity Evaluation Considering Comment (Figure 
5): The following example illustrate how similar levels of objects 
can be assessed better if they have the same description. 
 

 
Fig. 5: rdfs:comment 

 

(Example 4) Similarity Evaluation Considering Object Identity 
(Figure 6): The following example illustrates when two objects 
determine their identity by identifying grammatical elements that 
mean they are identical. This case governs the results of a similar 
level of assessment of the other facts of the object. 
 

 
Fig. 6: owl:sameAs 

 
(Example 5) Similarity Evaluation Considering Identity of Objects 
to Which They Belong (Figure 7): The following example illus-
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trates that objects to which two objects belong can be highly eval-
uated if they are identical to a particular object. 
 

 
Fig. 7: owl:equivalentClass 

 
(Example 6) Similarity Evaluation Considering Identity of Objects 
to Which They Belong (Figure 8): The following example illus-

trates that the objects to which two objects belong are intersection 
sets of the same objects can be reflected in the similarity assess-
ment, resulting in a higher level of similarity. 
 

 
Fig. 8: owl:intersectionOf 

 
(Example 7) Similarity Evaluation Considering Union of Objects 
to Which They Belong (Figure 9): The following example draws a 
better level of similarity in which these factors are taken into ac-
count when both objects are composed of a combination of the 
same object. 
 

 
Fig. 9: owl:unionOf 

 
(Example 8) Similarity Evaluation Considering Description of 
Object Difference (Figure 10): The following example illustrates 

when two objects determine their differences by identifying 
grammatical elements that are different. This case governs the 
results of a similar level of assessment of the other facts of the 
object. 
 

 
Fig. 10: owl:differentFrom 

 

(Example 9) Similarity Evaluation Considering Combined Nature 
of Objects (Mutually Beta) that the Objects Belong to (Figure 11): 
The following example illustrates a level of similarity in the eval-
uation of similarity if the objects belonging to both populations 
consist of a combination of the same objects (mutually exclusive). 
 

 
Fig. 11: owl:disjointUnionOf 

 (Example 10) Similarity Evaluation Considering Identification of 
Objects to Which They Belong (Figure 12): The following exam-
ple describes when an object to which both objects belong is 
uniquely identifiable by the object value of a particular predicate, 
when the object value is the same, the object must be the same. 
These cases ensure the identity of the objects, whether or not they 
match the other facts of the object. 
 

 
Fig. 12: owl:hasKey 

3.3. Evaluation on the Lexical Grammatical Elements 

The lexical grammar element of a prediate is a factor that indicates 
the nature of a vocabulary, which allows a more reliable evalua-
tion of the level of similarity. This means that the nature of objects 
through the logical nature of words is identified and a similarity 
assessment is conducted based on them to improve the reliability 

of the connection. Look at how these lexical grammatical elements 
can affect the evaluation of the similarities between individuals. 
 (Example  11) Similarity Evaluation Considering Inverse Func-
tion Property (Figure 13): The following example shows the proc-
ess of using these properties to determine the equality and dispar-
ity of objects if a predicate with functional dependencies is used in 
assessing similarity. 
 

 
Fig. 13: owl:InverseFunctionalProperty 

 
(Example 12) Similarity Evaluation Considering Domain of Sub-

ject-Object (Figure 14): The following example presents a situa-
tion in which the results of an existing assessment can be further 
improved if the similarity assessment between the two objects has 
the same meaning of the different words. 
 

 
Fig. 14: rdfs:domain 

 

(Example 13) Similarity Evaluation Considering Cardinality of 
Vocabulary (Figure 15): In the following example, the two predi-
cates may be more likely to be the same predicate if the two terms 
used in the assessment of similarity are the same, thus improving 
the results of the existing assessment. 
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Fig. 15: owl:cardinality 

 
(Example 14) Similarity Evaluation Considering Maximum Car-
dinality of Vocabulary (Figure 16): The following example shows 
that two predicates are more likely to be predicate if the maximum 
number of two predicates used in assessing similarity 
 

 
Fig. 16: owl:maxCardinality 

 
(Example) Similarity Evaluation Considering Predicate Hierarchy 
(Figure 15): The following example shows that the two predicates 
used in the evaluation of similarity are likely to be the same predi-
cate if they have the same hierarchy. 
 

 
Fig. 17: rdfs:subPropertyOf 

 
(Example) Similarity Evaluation Considering Predicate Equiva-

lence (Figure 18): The following examples can confirm that dif-
ferent predicates are the same prior if they are the same as a par-
ticular predicate, based on which the similarity of the object can 
be made. 
 

 
Fig. 18: owl:equivalentProperty 

 (Example 16) Similarity Evaluation Considering Predicate Con-
straint (Figure 19): The following example shows that if the predi-
cates have the same specific constraints in different situations, the 
same predicate probability increases and as a result affects the 
assessment of similarity of objects. 
 

 
Fig. 19: NegativePropertyAssertion 

3.4. RILE Algorithm 

RILE enhances and aggregates existing measurement values by 
reflecting the grammatical elements of tripleing after a similarity 
assessment of the OBLE method applied to the inference system. 
In addition, the similar values for the connection are analyzed and 
the results are notified to disconnects to determine the adequacy of 
the results of the similarity assessment. Since then, the connection 
is finally confirmed, enabling the enhancement of the level of 
participation of provider and confidence in the connection. The 

sequence of progression of the RILE integrated algorithm shown 
below is as follows (Figure 20). 
 

 
Fig. 20: RILE Algorithm 

4. Experiments 

The performance comparison of RILE and OBLE for the same 
data set has shown that RILE has achieved better connectivity 

reliability than in conventional methods. For this purpose, the 
implementation and experimental environment of RILE and 
OBLE are as follows: (1) Hardware: Intel ® Core ™ i5/OS 3.40 
GHz (4 CPUs) (2) Software: C #, dotNetRDF (1.0.0.) [16], Visual 
Studio 2010 Professional (.NET Framework 4.0) (3 Dataset: Same 
sub-object pair (500 pairs, 2,000 triple), different sub-order pairs 
(500 pairs, 2,000 triple) 
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The weight of grammatical elements specified by the publisher of 
the source LOD data set over the RILE was given a value between 
0.15 and 0.33, and a confidence reference value of 0.8. The reason 
for weighting of these values for a particular interval is that it 
minimizes connection reliability distortions that can occur in the 
process of improving the measurement of similarity. Both RILE 
and OBLE also used ‘Levenshtein’ and ‘Average’ numbers, which 
were aggregated. The experiment was conducted on LOD datasets 

by comparing the results of connection evaluations derived from 
OBLE and RILE implementations. In addition, we confirm the 
change in similarity assessment according to the operation of the 
RILE inference system, how the weights affect the reliability of 
the coupling evaluation, and also provide the RILE for self-
adjusting the weights. Figure 21 ~ 23 shows the results of the ex-
periment from the viewpoint of evaluation on the subject predicate 
grammar elements. Figure 24~ 26 shows the results of the experi-

ment from the viewpoint of evaluation on the lexical grammatical 
elements. 
 

 
Fig. 21: Same Subjects’ Paris (Evaluation on the Subject Predicate Gram-

mar Elements) 

 

 
Fig. 22: Reliability Improving Link Evaluation (Evaluation on the Subject 

Predicate Grammar Elements) 

 

 
Fig. 23: Same Subjects’ Paris (Evaluation on the Subject Predicate Gram-

mar Elements) 

 

 
Fig. 24: Same Subjects’ Paris (Evaluation on the Lexical Grammatical 

Elements) 

 

 
Fig. 25: Reliability Improving Link Evaluation (Evaluation on the Lexical 

Grammatical Elements) 

 
Fig. 23: Same Subjects’ Paris (Evaluation on the Lexical Grammatical 

Elements) 

5. Conclusions 

The RILE suggested in this paper evaluated similarity by compar-
ing object values of existing specified predicates. The model in-
troduced a system of reasoning, incorporating new facts derived 
from reasoning into the evaluation of similarity. In addition, by 

carefully considering the grammatical meaning of RDFS / OWL 2 
of the predicates, this model produces a connection-level value by 
conducting a complementary assessment through weighting. Then, 
by realigning the weights and reassessing the connectivity based 
on the values of the derived connection values, the confidence 
level of the connection could be improved again. 
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