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Abstract 
 
In this paper, we propose the method to generate occlusion images which include sunglass and scarf from occlusion-free images for crim-
inals’ identification. First, we construct an auxiliary set that has occlusion-free face image and its occluded face images from AR data-
base. Secondly, pixel weights are determined by the statistical analysis of the degree depending on whether occlusion-free or occlusion. 
As the weight is closer to 1, the pixel value of original image is maintained as much as possible. Therefore, pixel values of occlusion-free 
region are preserved when the weights are closed to 1. Third, pixel values of the occlusion region of original image are replaced to pixel 
values which are the mean of occlusion images by multiplying the composited weights. As a result of generate face images with various 
occlusions using the proposed method, the images were able to preserve the person-specific characteristic, and criminal’s identification 
has become easier. 
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1. Introduction 

Recently, face recognition systems are increasingly used in vari-
ous fields[1]. In particular, the police actively use video devices 
such as intelligent CCTV, smart phone and dash camera to arrange 
for a quick arrest. However, occlusion, illumination, and camera 
angle variation act as a factor to reduce performance when facial 
recognition is acquired from images acquired from these devices.  

 On the police side, it is difficult to arrest the criminals who dis-
guise to hide their identity by wearing accessories, generally. Po-
lice officers store occlusion-free images in the database and only 
consider various shooting angles about the arrested criminals. In 
the future, if a criminal committed a crime, the suspect can be 
arrested promptly by comparing and analyzing the face photo-
graph of the suspect taken on the CCTV and the face photograph 
of the criminal constructed in the database. However, immediately 
after the crime, most criminals wear accessories such as a sunglass, 
scarf, wig and hat to hide their identity[2]. Therefore, even if crim-
inals are included on the CCTV, it is difficult to judge whether 
they match the criminals of the existing database easily. 

 A fundamental way of solving this problem, it is to establish a 
database of many criminals that contain various variations. How-
ever, it is impossible to respond to the various variations present 
in real-world[3]. Therefore, a method for synthesizing virtual im-
ages from occlusion-free images is needed. 

In this paper, we propose the method to generate occlusion images 
which include sunglass and scarf from occlusion-free images for 
criminals’ identification. First, we construct an auxiliary set that 

has occlusion-free face image and its occluded face images from 
AR database[4]. Secondly, pixel weights are determined by the 
statistical analysis of the degree depending on whether occlusion-
free or occlusion[5]. As the weight is closer to 1, the pixel value of 
original image is maintained as much as possible. Therefore, pixel 
values of occlusion-free region are preserved when the weights are 
closed to 1. Third, pixel values of the occlusion region of original 
image are replaced to pixel values which are the mean of occlu-
sion images by multiplying the composited weights. 

As a result of generate face images with various occlusions using 
the proposed method, the images were able to preserve the person-
specific characteristic, and criminal’s identification has become 
easier. 

2. Proposed Methods 

In this paper, we propose an image synthesis method using statis-
tical features which are different for each pixel position due to 
occluders' change. 

 
Fig. 1: The flow chart for image synthesis 

 
First, collect the occlusion-free image and the corresponding oc-
clusion image with the sunglass and scarf. Secondly, we analyse 
the degree of change according to occludes statistically from col-
lected images, and define a pixel weights which is a set of weights 
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to be applied to each pixel position from this statistical analysis. 
Finally, occlusion image generation using input image and pixel 
weights. (Fig. 1) 

2.1 Auxiliary Set 

In this paper, we compose auxiliary set as follows. Auxiliary set 
contains 150 images of 50 classes(25 men and 25 women) from 
AR database which include occlusions such as occlusion-free, 
sunglass and scarf. All the images were aligned to a size of r
(pixels) ´ c (pixels) and converted d-dimensional column vectors. 

 

Table 1: Summary of variables, vectors, and matrices 
symbol dimension definition 

  image width 
  image height 
  dimension of image( ) 

ix  dÂ  occlusion-free image( ) 

iy  dÂ  
occlusion image corresponded to 

( ) 

X  nd´Â  auxiliary set of occlusion-free images 

Y  nd´Â  auxiliary set of occlusion images 

Y  1́Âd  mean image of Y  

l  1́Âd  standard deviation 

 dd´Â  normalized weights( ) 

 dÂ  query(input) image 

z  dÂ  synthesis image 

 

In Table 1, set of occlusion-free images ],,[ 21 nxxxX L=  and 

set of occlusion images ],,[ 21 nyyyY L=  are composed oc-

clusion-free image ix  and occlusion image iy  corresponded to 

ix . 

2.2. Pixel Weighs 

If there are occlusion-free and occlusion images that is taken un-
der strictly constrained facial expressions or poses, the degree of 
change in pixels at the same position between two images is de-
termined by occlusions. Fig. 2 shows the difference in pixel values 
according to occlusion at a particular position when changing 
from ix to iy . The difference surrounding eyes is remarkable 
when wearing a sunglass. Similarly, the difference surrounding 
mouth is noticeable when wearing a scarf.  

Occlusion images are reconstructed by using difference 
( ]255,255[-Î ) between occlusion-free and occlusion images. 
On the other hand, occlusion-free images are reconstructed by 
using difference between occlusion and occlusion-free images, 
also. 

 In real-world, difference between occlusion-free and occlusion 
images cannot be acquired for all person. Therefore, it needs sta-
tistical analysis to find general patterns between occlusion-free 
and occlusion images. To solve this problem, the object function 
is defined as follows[5]. 
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Fig. 2: Used images in AR database. (1st row) occlusion-free image and 
occlusion image with sunglass and scarf (2nd row) difference between 

occlusion-free and occlusion images 

 

 The goal is to find pixel weights l   ( 1́Âd ) that can minimize 
errors in the objective function for all data. l  represents the de-
gree of change in pixels at the same position between occlusion-
free and occlusion images[4]. l   is defined as follows using the 
log-scaled standard deviation of the absolute difference. 
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In addition, Equation 2 can be redefined as follows. 
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In Equation 3, the absolute difference means difference of 
YX I  and YX U , The standard deviation expresses the de-

gree of statistical variation of the entire image from the difference 
between pixels of these individual images. A high value is ob-
tained for pixels with large variation and a low value is obtained 
for pixels with small variation such as accessories. 
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Fig. 3: The mean images. (1st row) occlusion-free image and occlusion 
image with sunglass and scarf (2nd row) standard deviation of absolute 
difference between occlusion-free and occlusion images 

 

 In Fig. 3, occlusion-free image and occlusion images, respectively. 
In the case of sunglass, a strong variation occurred around the eyes, 
and the degree of change in the mouth and nose was severe in the 
scarf. On the contrary, it can be confirmed that there is almost no 
variation in the nose area and the intercuspal area. 

In Equation 3, when the value of the pixel is very large according 
to the degree of the variation of the pixel, there is a saturated pixel 
whose pixel value exceeds 255 in the synthesized image. In addi-
tion, it is necessary to have a range of ]1,0[  in the object function, 
since it determines to which weight among the two given images 

to apply more weights. Therefore, the normalized norml  is calcu-
lated as follows. 
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norml  is d -dimensional vector from Equation 4. For this, we 
can apply a weight to each pixel of an image composed of dimen-
sional column vectors by converting it into a diagonal matrix of 
size dd ´ . 
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2.3. Synthesis Images 

To generate the synthesis image   from query(input) image  qI  
as follows. 
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Fig. 4: The schematic diagram for image synthesis. 

 

In Equation 6, the collected average image Y  and 
norml generat-

ed using z  reflect the fine facial deformation and have the ad-
vantage of preserving individual information such as glasses, 
spots, and pimple (Fig. 4). 
 
 

3. Experimental Results 

AR database contains over 4,000 color images corresponding to 
126 people's faces (70 men and 56 women)[4]. Images feature 
frontal view faces with different facial expressions, illumination 
conditions, and occlusions such as sunglass and scarf. Each person 
participated in two sessions, separated by two weeks (14 days) 
time. 

 
auxiliary set recognition set 

session 1 + session 
2 

training set 
(session 1) 

test set 
(session 2) 

No. of class 50 50 50 
No. of images 

per class 3 1 3 

variations occlusion-free, 
sunglass, scarf occlusion-free occlusion-free, 

sunglass, scarf 
 
The same pictures were taken in both sessions. In this paper, we 
use 600 gray images of 100 classes(50 men and 50 women) which 
had already aligned to a size of 42 (pixels) ´ 30 (pixels)[6]. We 
divide the auxiliary set(25 men and 25 women) to generate  l   
and the recognition set to face recognition experiment.  
 

 
Fig. 5: Compared with occlusion-free images, occlusion images corre-
sponded occlusion-free images and synthesis images. (1st row) occlusion-
free images (2nd row) occlusion images (3rd row) synthesis images with 
sunglass 
 

 
Fig. 6: Compared with occlusion-free images, occlusion images corre-
sponded occlusion-free images and synthesis images. (1st row) occlusion-
free images (2nd row) occlusion images (3rd row) synthesis images with 
scarf 
 
Fig. 5 shows an occlusion-free image in the AR database, an oc-
clusion image wearing sunglasses, and a composite image gener-
ated using l . The synthesis image represents the average shape 
and position of the images wearing sunglasses, and even reflects 
up to glare. It also preserves person-specific information such as 
the beard and hair style. Fig. 6 shows the synthesis image generat-
ed for the scarf. Unlike sunglasses, scarves are not represented in 
the form of average scarf images, since they vary in color, wearing 
style, and so on. However, occlusion occurred around the mouth 
in the generated image, and it can be confirmed that person-
specific information such as beard and hair style is preserved as in 
fig. 5. 
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Fig. 7. Face recognition result according to the number of features. (a) 
using only occlusion-free (b) using occlusion-free and synthesis images 
from proposed method 

 

In this paper, we use Principal Component Analysis(PCA)[7] 
among traditional appearance-based face recognition methods[8-
11], to verify the performance of the proposed method. Fig. 7 
shows the face recognition result of the test set according to the 
image used for PCA learning. Fig. 7 (a), we used a single occlu-
sion-free image for each individual in the training set, resulting in 
less than 50% face recognition for all cases. Fig. 7 (b), the occlu-
sion-free images used in (a) and the corresponding images for 
occlusion-free images were used together. Experimental results 
show that face recognition performance is significantly improved 
for all variations when using synthesis images. 
 

training set (each 50 images) 

result for subset of test set 
(each 50 images) total 

result occlusion-
free sunglass scarf 

occlusion-free images 70.0% 20.0% 4.0% 31.3% 
Proposed method 

(occlusion-free and synthesis 
images) 

80.0% 54.0% 30.0% 54.7% 

 
Experimental results show that the proposed method improves the 
face recognition performance by about 23.4% over the experiment 
using only the occlusion-free image. More specifically, the differ-
ences were 10.0%, 34.0% and 26.0% for occlusion-free, sunglass 
and scarf, respectively. For scarf, only 2 of the 50 were recognized. 
since they vary in color, wearing style, and so on (Fig. 6) 

4. Conclusion  

There are two reasons why it is difficult for a police officer to 
arrest a criminal by utilizing a face recognition system. First, crim-
inals use various accessories such as sunglasses, scarves, and hats 
to hide themselves as much as possible. In general, these occluders 
lead to poor face recognition performance. More serious is the 
frontal occlusion-free images, which are stored only when the 
officer registers criminal image information, since only the shoot-
ing angle is considered. Therefore, given the disguised criminal 
image collected from the CCTV or dash camera, the face recogni-
tion result indicated by the face recognition system becomes unre-
liable. 
In this paper, we propose a face composition method to improve 
facial recognition performance in a limited situation where only 
occlusion-free images exist. From a statistical point of view, there 
is a significant difference between certain occlusion-free images 
and occlusion-free images compared to occlusion-free images. For 
example, wearing sunglasses increases the difference in pixels 
around the eyes. Therefore, we construct an auxiliary set that has 
occlusion-free face image and its occluded face images from the 
AR database and extract weights to apply to individual pixels from 
the standard deviation of the absolute difference. To generate oc-
clusion image, pixel weights used to an occlusion-free image and 
the mean of the occlusion image of auxiliary set. The synthesized 

images preserve the person-specific characteristics such as beard 
and hair style. 
Experimental results show that only occlusion-free images are 
vulnerable to occlusion images when used in face recognition 
models. When a synthetic image is generated using the proposed 
method and used for face recognition model learning, the perfor-
mance is improved by about 23% compared to the existing per-
formance. 
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