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Abstract 
 

In recent times the adverse impact of Parkinson’s disease (PD) getting worse and worse with the increasing rate of old age population 

through out the world. This disease is the second common neurological disorder and has a tremendous economical and social impact 

because the cost associated with the healthcare as well as service is extremely high. The diagnosis process of this disease mostly done by 

closely observing the patient in the clinic as well as using the rating scale. However, this kind of diagnosis is subjective in nature and 

usually takes long time and assessment of this disease is complicated and cannot replicated in other patients. This kind of diagnosis method 

is also not suitable for the early detection of the PD. So, with this shortcoming it is necessary to find a suitable method that can automate 

the process as well as useful in the initial phase of diagnosis of PD. Recently with the invention of motion capture equipment’s and artificial 

intelligent technique, the feasibility of the objective nature-based diagnosis is getting lot of attention, especially the objective quantification 

of gait parameters. Shuffling of gait is one of the important characteristics of PD patients and it is usually defined y shorter stride length 

and low foot clearance. In this study a novel method is proposed to quantify the gait parameters using 3D motion captures and then various 

feature selection algorithm have used to select the effective features and finally machine learning based techniques were implemented to 

automate the classification process of two groups composed of PD patients as well as older adults. We have found maximum accuracy of 

98.54 %by using support vector machine (SVM) classifier with radial basis function coupled with minimum redundancy and maximum 

relevance (MRMR) algorithm-based feature set. Our result showed that the proposed method can help the clinicians to distinguish PD 

patients from the older adults. This method helps to detect the PD at early stage. 
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1. Introduction 

Parkinson’s disease is the second most common neurological dis-

order and around 7 to 10 million people have been affected by this 

disease [1]. It is one of the disease that affects the brain cell and that 

indirectly affect the movement, speech and other cognitive parts of 

the brain [2]. The number of undiagnosed people affected with PD 

is around 20% [3]. At the same time, it is very difficult for the cli-

nician to clinically distinguish the PD patients with the older adults 

because some of the characteristics are observed among old people 

those are also associated with PD [4]. Gait analysis is treated as one 

of the important tool for the assessment of PD [5]. It was observed 

that the spatiotemporal parameters related to gait dynamics helps in 

objective assessment of PD because those parameters are one di-

mensional and the analysis can be observed in different dimension 

[6]. The objective of the feature selection method in the medical 

field is to identify the most  

important factor that is associated with the result and also remove 

the redundant features that provides better and quicker result at 

quick time [7]. Many researchers used different classifiers for pre-

diction of disease to get good outputs while prediction coupled with 

good accuracy [8-10]. 

In this paper spatiotemporal parameter-based gait analysis is carried 

out using 3D motion captures for objective measurement of gait pa-

rameters and then feature selection algorithms are implemented to 

know the importance of the features. A performance comparison 

analysis is carried out with different classification techniques cou-

pled with different feature sets obtained from various feature selec-

tion algorithm to clearly distinguish the PD patients with shuffling 

gait and older adults. 

The structure of the paper is organized as follows: Section 2 pre-

sents the background. Section 3 describes about the methodology. 

Section 4 describes about the result and discussions. Section 5 de-

scribes about conclusion. 

2. Related work 

In the past different researchers have used wearable devices as well 

machine learning techniques for the prediction of the chronic dis-

eases. Some of the works are as follows. An inertial measurement 
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units (IMU) which consists of gyroscope and accelerometer were 

used to do the gait analysis of healthy subjects and PD patients. The 

proposed algorithm was able to estimate the stride length from the 

data collected from the IMU. The results were validated by meas-

uring the stride length using GAITrite walkway system data, which 

is mentioned as gold standard. The comparison has done with the 

algorithm and GAITRite system and it was found that the mean er-

ror over all the stride lengths were about 6 % for healthy subjects 

and around 10.3% for PD patients [11]. A novel method is proposed 

to measure the spatiotemporal gait parameters of children’s those 

are suffered with cerebral palsy using wearable sensors. The signal 

processing algorithm is used to quantify the gait parameters from 

the data collected from the wearable devices and validated the result 

with optoelectronic system which is served as a gold standard. It 

was found that the wearable device-based method able to provide 

good result and having a good level of agreement between the two 

methods has given an assurance to the clinicians to recommend it 

in practical life [12]. A method is proposed that used ANN and 

SVM for distinguishing the walk pattern during the speed walking 

of PD patients. Three different parameters namely spatiotemporal, 

kinematic and kinetic were used to distinguish the pattern among 

PD patients. It was observed that spatiotemporal parameter used as 

feature vector contributed perfect classification using ANN and 

SVM classifier [13]. A method is proposed for automatic recogni-

tion of health problem using gait data with machine learning tech-

niques. The method used neural network and k nearest neighbor 

classifier based on the gait data of people related to five different 

condition such as normal, with hemiplegic, with Parkinson’s dis-

ease, with pain in the back and with pain in the leg. semantic fea-

tures were used in their approach. It was found the classification 

accuracies ranging from 99% to 100 % by using the neural networks 

and k nearest neighbor classifier [14]. A method is proposed for the 

diagnosis of PD based on the characteristics features of a person’s 

voice. The approach used decision tree-based classification ap-

proach using the threshold value. It also used mixed classification 

approach for the prediction of the Parkinson’s disease using nonlin-

ear classifiers and found classification accuracy of 90% [15]. The 

above past work motivated us to develop the current approach de-

scribed in the later part of the paper. 

3. Methodology 

The study comprised of 40 individuals from both the groups. 20 

patients from PD group with shuffling gait and 20 older adults men-

tioned as control group. 3D motion Analysis system is used to quan-

tify the spatiotemporal gait parameters at Inje Paik hospital, Busan, 

South Korea. We have collected 12 features by measuring the spa-

tiotemporal parameters. We have used four feature selection meth-

ods in this study such as minimum redundancy maximum relevance 

(MRMR), Fisher’s score(FS) method, sequential forward selec-

tion(SFS) method and Principal Component Analysis (PCA) 

method. After feature selection methods each of feature sets is im-

plemented in different classification technique such as support vec-

tor machine (SVM), random forest (RF), and Naïve Bayes (NB) for 

performance comparison. The performance measures those are in-

cluded in this study are accuracy, sensitivity, specificity, positive 

predictive value (PPV), negative predictive value (NPV). Fig 1 

shows the flow chart of the proposed methodology.  

 

 
Fig. 1: Flow Chart of Proposed Methodology. 

4. Results and discussion 

In this study we have implemented different feature selection algo-

rithm and we found MRMR feature selection algorithm performed 

well with different classifiers. We have used 80% of the data for 

training set and 20% of the data as test set. The comparison of ac-

curacy with different feature sets are shown in the fig 2. 

 

 
Fig. 2: Accuracy of the MRMR, FS, SFS and PCA Results. 

 

In the above figure it is shown that the accuracy of SVM classifier 

with rbf kernel function coupled with MRMR feature sets has the 

highest accuracy of 98.54% followed random forest classifier and 

Naïve Bayes classifier with the accuracy of 96.89%, and 96.75% 

respectively. MRMR feature sets perform better compared to all 

other feature sets mentioned in our approach. 

The comparison of sensitivity of different feature sets coupled with 

classifiers is shown in the figure 3. 
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Fig. 3: Sensitivity of the MRMR, FS, SFS and PCA. 

 

Results the figure 3 showed that the sensitivity of SVM classifier 

with rbf kernel function coupled with MRMR feature sets has the 

highest sensitivity of 0.9891 followed random forest classifier and 

Naïve Bayes classifier with the sensitivity of 0.9844 and 0.9722 re-

spectively.  

 

 
Fig. 4: Specificity of the MRMR, FS, SFS and PCA. 

 

Results. the figure 4 showed that the specificity of SVM classifier 

with rbf kernel function coupled with MRMR feature sets has the 

highest specificity of 0.9912 followed Naïve Bayes classifier and 

random forest classifier with the specificity of 0.9811 and 0.9789 

respectively.  

 

 
Fig. 5: PPV of the MRMR, FS, SFS and PCA. 

 

Results. The figure 5 showed that the positive predictive value 

(PPV) of SVM classifier with rbf kernel function coupled with 

MRMR feature sets has the highest PPV of 0.9734 followed random 

forest classifier and Naïve Bayes classifier with the PPV of 0.9654 

and 0.9611 respectively.  

 

 
Fig. 6: NPV of the MRMR, FS, SFS and PCA. 

 

Results. The figure 6 showed that the negative predictive value 

(NPV) of SVM classifier with rbf kernel function coupled with 

MRMR feature sets has the highest NPV of 0.9815 followed ran-

dom forest classifier and Naïve Bayes classifier with the NPV of 

0.9754 and 0.9667 respectively.  

From the above observation it was found that feature selection 

method has an important role to play that ultimately provide better 

result at quick time. It also removed the redundant features that will 

help clinicians to focus on important features during diagnosis of 

PD. Our proposed method has carried out a performance compari-

son-based study by using different classification technique based on 

different feature sets. The performance measures help to identify 

the potential of each classifier as well as automatize the classifica-

tion process that will help the clinicians to clearly distinguish be-

tween two groups. Our proposed study provides an accuracy of 

98.54%, compared to the previous studies. One of the previous 

study used fuzzy c means clustering based feature weighting and 

KNN and found accuracy of 97.93% [16] and other study used par-

ticle swarm optimization and KNN and found accuracy of 97.47% 

[17]. In summary our proposed method has better accuracy and can 

be recommended for clinical trials.  

5. Conclusion and future work 

This paper discussed about different feature selection algorithm as 

well as different classification techniques as well as their perfor-

mance for better accuracy as well as for getting quicker results. 

Among the implemented feature selection algorithm and classifica-

tion techniques MRMR algorithm coupled with SVM with rbf pro-

duced an accuracy of 98.54%. This development will help the cli-

nicians and doctors to automate the whole process with short time 

and will help them to detect the Parkinson’s disease at early stage 

and assess the patient’s condition at different stages. 

In the future we will develop the algorithm to quantify the spatio-

temporal gait parameters from the data collected from the wearable 

sensors and then implement the same feature selection algorithm as 

well as classification technique to compare the difference between 

the two methods as well as to check the feasibility of the wearable 

sensors for objective quantification of gait parameters. 
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