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Abstract 
 

KONEPS is the National Comprehensive Electronic Procurement System of the Public Procurement Service. If KONEPS can know the 

bidding possibility and trend before bidding, it will be more efficient for companies to bid. In this paper, we used in the experiment was 

the data of "Progress Bidding Classification" of the Procurement Information Open Portal. And preprocessing process was performed to 

facilitate prediction model learning. Prior to learning, preprocessed 1,158 data sets were normalized to match the range of data or to 

make the distribution similar. After normalization we select the number of cluster. As a result of K-Means Clustering, Biddropping is 77 

~ 80%, Budget Allocated is about 2 billion Won(₩), Biddropping is 83 ~ 87%, Budget Allocated is about 1 billion won, bid dropping is 

87 ~ 90% Budget Allocated is distributed around 500 million won. And can be confirmed that the cluster is divided based on the number 

of enterprise 58. Through the results, it is possible to study the tendering trends through the community by learning the prediction models 

of the bidder companies, the number of bidders, and the tendency of the bidding business, and it will help KONEPS to develop the next 

generation ISP. 
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1. Introduction 

KONEPS (Korea On-line E-Procurement System) is the National 

Comprehensive Electronic Procurement System of the Public 

Procurement Service. Procurement services, which have been 

handled mainly by existing documents, have a great need for elec-

tronicization. It was promoted as one of the 11 e-government pro-

jects to provide integrated services that jointly utilize a single 

system of all departments. It is possible to process all the pro-

curement procedures such as bidding announcement, company 

registration, bidding and winning bidder, contract signing, pay-

ment, etc. Bidding information of all the demanding organizations 

is announced, and the company can participate in any bidding by 

registering once in KONEPS. Providing services in conjunction 

with 77 agency systems, it is possible to omit the submission of 

documents that are repeatedly submitted during bidding and con-

tracting [1]. 

If KONEPS can know the bidding possibility and trend before 

bidding, it will be more efficient for companies to bid. In addition, 

KONEPS plans to develop a next-generation ISP, and plans to 

create a user-oriented system by applying cloud, block chain, AI, 

and big data technology [2]. 

In this paper, the tendency of bidding is examined by learning the 

prediction model of bidder's bid rate, the number of bidders, and 

the tendering rate of bidding business through K-Means clustering 

algorithm. 

 

2. A Study on Clustering of Bidding Company 

Trends Using Machine Learning Based 

G2B Data 

2.1. Clustering 

The cluster model can be roughly divided into two models in 

terms of clustering algorithm. The first is a flat or partition based 

clustering, and the second is a hierarchical clustering model[3]. K-

Means, K-Medoids, and DBSCAN are representative of partition-

based clustering models. Hierarchical clustering are distinguished 

by agglomerative clustering and dividing clustering. 

2.2. K-Means Clustering 

K-Means Clustering is an algorithm that groups given data into 

clusters, minimizing the variance of distance between clusters. K-

Means is one of the simplest unsupervised learning algorithm that 

clustering unlabeled data. Since K-Means does not know how 

many clusters exist in unlabeled data, the number of clusters to be 

classified is determined in advance. 

The K-Means algorithm proceeds in the following order [5]. 

First, after determining the number of clusters (k = n), an arbitrary 

center n is set. Second, All the data calculates the distances to the 

center of n, and sets the nearest center as its cluster center. Third, 

the average of the coordinate values of the learning data for each 

cluster is calculated and set as a new center. Forth, repeat steps 2 

and 3 until the cluster of objects belonging to each data does not 
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change. At last, if there is no case in which the cluster to which the 

learning data belongs, the learning is completed. 

3. Experiment 

3.1. Data Preprocessing 

 
Fig. 1: Prediction Model Training Process 

 

Fig 1 shown Prediction Model Training Process. Data prepro-

cessing, data normalization, selecting number of cluster, and clus-

tering results are presented in order of prediction model process. 

The data used in the experiment was the data of "Progress Bidding 

Classification" of the Procurement Information Open Portal [6]. A 

preprocessing was performed to facilitate prediction model learn-

ing. There are a total of 1158 data to make the prediction model 

through preprocessing. The bid contract method was limited to 

general bid based on data preprocessing, and the successful bidder 

rate was 72 ~ 100%. Prior to learning, preprocessed data sets were 

normalized to match the range of data or to make the distribution 

similar [7]. 

3.2. Experiment Environment 

We used the R Studio tool for experiments [8]. 

The number of clusters were selected using the nbClust library to 

select the number of clusters [9]. The K-Means algorithm is ap-

plied based on the number of selected clusters. 

3.3. Experiment Result 

Hubert and Dindex methods were used to select the number of 

clusters [10-11]. The number of clusters was selected through the 

majority rule. 

 
Fig. 2: Budge Allocated & Bid dropping Optimal number of clusters for 

two attributes 

  

Figure 2 shows that the optimal number of clusters K for the two 

properties of Budget Allocated and Bid dropping is 7. 

 

 
Fig. 3: Number of enterprise & Bid dropping Optimal number of clusters 

for two attributes 
 

Figure 3 shows that the number of optimal clusters K for the two 

properties of Number of enterprises and Bid dropping is 2. 

 

Figure 4 shows the results of learning the number of clusters op-

timized by the Hubert and Dindex methods. Figure (a) shows, Bid 

dropping is 77 ~ 80%, Budget Allocated is about 2 billion won, 

Bid dropping is 83 ~ 87%, Budget Allocated is about 1 billion 

won, Biddropping is 87 ~ 90% Budget Allocated is distributed 

around 500 million won. Figure (b) shows, it can be confirmed 

that the cluster is divided based on the number of enterprise 58. 

 
(a) Budget Allocated and Bid dropping  

Clustering Result (K=7) 

(b) Number of enterprise and Bid dropping  

Clustering Result (K=2) 

Fig. 4: K-Means Clustering Result 
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4. Conclusion 

KONEPS is the National Comprehensive Electronic Procurement 

System of the Public Procurement Service. It is possible to process 

all the procurement procedures such as bidding announcement, 

company registration, bidding and winning bidder, contract sign-

ing, payment, etc. Bidding information of all the demanding or-

ganizations is announced, and the company can participate in any 

bidding by registering once in KONEPS. If KONEPS can know 

the bidding possibility and trend before bidding, it will be more 

efficient for companies to bid. In this paper, we used in the exper-

iment was the data of "Progress Bidding Classification" of the 

Procurement Information Open Portal. And preprocessing process 

was performed to facilitate prediction model learning. Prior to 

learning, preprocessed data sets were normalized to match the 

range of data or to make the distribution similar. After normaliza-

tion, Hubert and Dindex methods were used to select the number 

of clusters. 

As a result of K-Means Clustering, Biddropping is 77 ~ 80%, 

Budget Allocated is about 2 billion won, Bid dropping is 83 ~ 

87%, Budget Allocated is about 1 billion won, Bid dropping is 87 

~ 90% Budget Allocated is distributed around 500 million won. 

And can be confirmed that the cluster is divided based on the 

number of enterprise 58. 

Through the results, it is possible to study the tendering trends 

through the community by learning the prediction models of the 

bidder companies, the number of bidders, and the tendency of the 

bidding business, and it will help KONEPS to develop the next 

generation ISP. 
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