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Abstract 
 
Day to day involvement in crime becomes higher statistics for providing information against crime occurrences. A crime committed in 
different locations, the point of crime occurrence, strategy be analyzed very tedious using only information records. Because information 

collection in the form of attribute case records with direct crime rates score, so valid factor identification of crime category is a problem. By 
using the crime cluster in data mining technique to analyze the criminal records to propose a sentence case relative clustering algorithm 
(SCRCA)with addition classification rule mining algorithm to solve the crime problems. Also to use the sentence case observer technique for 
knowledge discovery from the crime records for proper case identification from sentence case records and to help increase the predictive 
accuracy. Crime examines a developing method and identifying the field in law implementation without standard definitions for correct 
judgment. With the expanding utilization of the clustering automated frameworks to track crimes, information examiners helping the law 
implementation officers and analysts to accelerate the way toward measuring crimes. The main contribution is to analyses the attribute case 
with relative sentences of count word analyzes factor for improving the crime prediction for categorizing crime type.  
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1. Introduction 

To perform crime analysis for proper information mining using an 
advanced approach to crime rates which cluster supports an 
arrangement of crime records. The information arrangements are 
from crime records is more comparative than those in different crime 
conferences and included different calculations that very 
fundamentally in their thought of what constitutes a group. This is 

how to discover them to find crime rate analysis efficiently. So 
suitable field need to perform crime analysis, and as information 
mining is utilized here to process the high volume crime 
informational index. Crime learning picked up from information 
mining approaches is helpful and bolster police powers. To perform 
crime analysis using sentence case information mining approach and 
cluster role of crime rate analysis with supportive natural language 
processing. The process analyzes the crime response, reasons and 

crime rates are easily predict the knowledge discovery of crime 
prediction. 

 
Figure 1: Crime case analyze the model 

 

. Sentence case observer clustering is the process of combining data 

objects into groups based on the category of predicting crime rates. 
The crime intelligence is the activity which generates more specific 
information about any crime from the large crime data set as shown 
in figure 1. From the crime data set, the information related to the 
particular offense has been identified which can be used to perform 
analysis of the current crimes. The law enforcers have to efficiently 
meet out challenges of crime control and maintenance of public 
order. One test for law implementation and knowledge offices is the 

trouble of investigating large volumes of information engaged with 
criminal and psychological militant exercises. Hence, the creation of 
a database for crimes and criminals is needed. Information mining 
holds the guarantee of making it a simple crime analysis, helpful and 
pragmatic to investigate enormous databases for associations and 
crime involvement. Building up a decent crime analysis instrument 
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to distinguish crime designs rapidly and efficiently for future crime 
design discovery is the testing field for analysts. Investigative crime 

analysis includes profiling suspect, and casualties for agents in light 
of a review of accessible data through cluster ensemble approaches. 
It is now and again called "criminal investigative analysis" by its 
group of categories. In high dimensional data centers on speculating 
about what sort of individual crime is carrying out a specific crime 
arrangement. Intelligence analysis centers become sorted out crime, 
psychological oppression, and supporting particular examinations 
with data analysis using cluster formulation. Investigators can 

support inspections by turning into the crime rates of data for 
officers. The waste of testing, the devices of study can be utilized to 
sort out investigative data and show it as timetables and affiliation 
interface outlines leads more time complexity. 
Relative Clustering depends on discovering connections between 
various Crime and Criminal qualities having some beforehand 
obscure regular attributes in crime rates. Association rule mining 
depends on produce rules from crime dataset in light of frequents 

event of crime rates to help the leaders of our security society to 
influence anticipation to activity 
Advances in innovation, which permit examines of extensive 
amounts of information, are the establishment of the generally new 
field known as crime investigation on the various group of 
categories. What offense breaks down is a growing field of law 
requirement without standard definitions. This makes it hard to 
decide the crime dissects center for offices that are new to the 

ground. In some police offices, what is called "crime analysis" 
comprise of mapping crimes for summon staff and delivering crime 
insights in different organizations, crime analysis may mean 
concentrating on examining different police reports and suspect data 
to help specialists in significant crime units. 
The intent of new sentence relative cluster ensembles the cluster 
analyses from crime dataset to make and test the crime rates, and 
afterward, this information were preprocessed to get perfect and 
precise information utilizing unique preprocessing systems 

(cleaning, missing esteems and evacuating irregularity). The 
preprocessed data were used to discovering distinctive crime and 
criminal patterns and practices, and crimes and criminals were 
assembled into clusters as indicated by their critical qualities. 

2. Related Works 

A massive number of clustering calculations have been distributed 
from that point forward; K-means is the utilized with an extensive 
variety of uses utilizing Modified k-means clustering [2]. Different 
modifications have been proposed in the literature for improving the 
performance of the k-means clustering algorithm. Proposed method 
first calculates the initial cluster. They get initial centroid from this 
initial cluster look at the use of clustering procedure for a statistics 
quarrying method to help notice the criminalities patterns [3, 4] and 

speed up the process of solving the crime. This looked at k-means 
clustering with some enhancements to aid in the process of 
identification of crime patterns. 
The crime pattern applied these techniques to real crime data from a 
sheriff's office and validated our results optimal local problems of 
crime rates are detected with k-means which don't carry the cluster 
forms. The question arises due to improper assignment of cluster 
weightage of crime novelty with population-based search algorithm 

called the Bees Algorithm [6] that is capable of locating optimal 
solutions efficiently. 
Document Clustering has been increasingly becoming an essential 
task for obtaining good results with the unsupervised learning 
methods [11]. It aims to automatically group similar documents in 
one cluster using different types of extractions and cluster 

algorithms. There are ongoing works done to improve Document 
Clustering techniques such as Extractions and Clustering in 

significant data analysis [8,9]  approaches to overcome the difficulty 
in designing a general purpose document clustering for crime 
investigation [14]and the ill-posed problem of extraction and 
clustering. In real cases recently linear regression model is used to 
make future crime prediction of various crimes for Delhi city [15]. 
With the given information on different crimes for a long time, 
direct relapse demonstrate is resolved and the offense for a long time 
ahead is anticipated. 

Be that as it may, an absence of reconciliation makes those 
frameworks less accommodating in practice [16]. A coordinated 
structure called PerpSearch that will take a given depiction of a 
crime, including its area, type, and the physical portrayal of suspects 
(individual attributes or vehicles) as info. To distinguish suspects, 
the framework will process these contributions through four 
incorporated segments: geographic profiling, interpersonal 
organization analysis, crime designs, and physical coordinating. 

Finding the classification model for depicting the crime rates [18]. 
The increasing advent of computerized systems, crime data analysts, 
can help the Law enforcement officers to speed up the process of 
solving crimes. To extract the reasoned analysis to the crime pattern 
which they remove previously unknown, useful information from an 
unstructured data [19]. Here this have an approach between 
computer science and criminal justice to develop a data mining 
procedure that can help solve crimes faster. They record information 

used to determine and generate course content quality likestudent 
online usage reports [20]. This intelligence is then directed to the 
mentors for assessment and incentive purpose for crime enforcement 
[21].They projected the usage of k-means clustering and self-
organizing map to cluster learning objects (learning objects are 
educational resources. 
Agglomerative clustering and Density Based Spatial Clustering with 
Noise algorithms are used to cluster crime activities based on some 
predefined cases [22], and the results of these clustering are 

compared to find the best suitable clustering algorithm for crime 
detection. It is the identification of events [24], items or observations 
that do not conform to an expected pattern. -It is also known as 
anomaly detection. 
Today, collection and analysis of crime-related data are imperative 
to security agencies. The use of a consistent method to classify these 
data based on the rate and location of occurrence, detection of the 
hidden pattern among the committed crimes at different times, and 

prediction of their future relationship is the most critical aspects that 
have to be addressed. To detect credit card fraud, computational 
intelligence has been widely used and plays a vital role. The 
selection of the preeminent classifier algorithm for a fraud detection 
system is a pervasive problem [25]. The classifier algorithms only 
don't make that have been most precious for crime detection. 
 All the methods discussed above have the problem of producing 
false classification and poor results in crime intelligence.  

3. Crime Case Reasoning Based Knowledge 

Discovery Using Sentence Case Relative 

Clustering 

The crime knowledge remains the attribute observational and 
readable study observer for a lot of problems due to the high 
dimensional dataset. The crime analyst may choose an attribute 
range and one or more types of crime from specific person id 

involvement and cluster to predict the category. The resulting dataset 
of data becomes the input source for the data mining processing for 
cluster evaluation. The relative analyses use the attribute raw score 
of crime occurrence with knowledge discovery of prediction rates. 
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These predefined clusters are defined as attribute case of crime 
record values and the weights. The resulting, groups have the 

possible crime patterns. These resulting clusters are categorized 
based on the crime category weightage clusters. The different 
clusters or the crime patterns resemble the index terms in sentence 
case analysis in reason analysis. For each group, the legend provides 
the total number of crimes incidents included in the group along 
with the essential attributes that characterize the group. This 
evidence of categorized crime archives is useful for the investigator 
to the appearance at when reviewing the predicted crime clusters. 

Finally, the average mean weightage of relative clustering centroid 
weightage identifies the cluster class labels of crime category.  
The crime contributions carry out the following steps 

1. To identify the nature of crime and the crime prevention 
process and Extracting named entities from narrative 
reports. 

2. To sentence case analyzer that supports clustering count 
attributes and categorization rule dependent to experiment 

with criminal records. 
3. To build a query evaluation attribute case reasoning 

model. To interpret analyze the results of the model that 
how strong is the model to extract crime data patterns.  

4. To compare the clustering and association rules data 
mining techniques and select the one which performs the 
best results. 

5. To compare our proposed model with some new working 

and finally to forward recommendations based on the 
findings of the study. 

 

 
Figure 2: Architectue for sentence case crime reasoning 

 
For this crime reasoning situation, it can help the experts to 

distinguish crimes rate analyses with average relative mean cluster 
and help to settle on speedier choices to reviews the attributes 
weightage to categorize the crime rates. They crime phrasing a 
cluster is a gathering of crimes in a topographical locale or a 
problem area of crime. While in information mining wording a 
group is gathering of comparative information focuses which can be 
a conceivable crime design as shown in figure 2. Along these lines, 
proper clusters or a subset of the cluster will have a balanced 
correspondence to crime designs. In this way clustering calculations 

in information, mining is proportional to the undertaking of 
recognizing gatherings of records that are comparable between 
themselves yet not the same as whatever is left of the information in 
relative clustering. For our situation, some of these clusters will be 
valuable for distinguishing a crime blast carried out by one or same 
gathering of suspects. Given this data, the following test is to 
discover the factors giving the best clustering.  
Data Collection: The data set is the collection of the field in the 

data from crime analyzer using web resources. The dataset which 

consists of the text from various attributes related to different case 

crimes involvement. 
A) Preprocessing: A data preprocessing is a process that 

consists of data cleaning, data integration and data 
transformation of records to reduce dimensionality. It 
intends to reduce some noises, incomplete and inconsistent 
data. The results from the preprocessing step can be later 
proceeding by data mining algorithm. 

B) Clustering: Crime rates in data clustering process is 
putting similar crime data into groups. A clustering 

algorithm partitions the data set with sentence case 
observer with related Relative model groups crime 
measure such that the similarity within a group is more 
substantial than among groups. Based on records are 
categorized on crime risks weightage. 
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Data Collection Phase 

In this phase, the dataset that used the training and testing data were 
extracted from the police department. These data contain data about 
both Crimes and Criminals with the following primary attributes: 

 Crime ID:unique crime IDs designate individual Crimes. 

 Crime Type: indicates crime type 

 Date: report when a crime happened. 

 Gender: MALE or FEMALE and total involvement. 

 Age: age of Individual Criminal. 

 Crime Address: location of the crime. 

 Marital status: status of the Criminal. 

 Reason: sentence case observation. 

 More than 350 crime records were collected to test the 

proposed model.  

Preprocessing 

Preprocess holds the collected dataset, Real world data usually have 
various problems due to Incompleteness, Noisy, and Inconsistency. 
So, preprocess state reduction proceeds which to get the data 
suitable for analysis of the weightage values. Purpose of the method 
reads the crime data point. From the data points retrieved, the 

method identifies the list of crimes and list of the unique attribute. 
Then for each data point, the method verifies the presence of all the 
dimensions. If any of the data points have been identified as 
incomplete, then it will be removed from the dataset. The 
preprocessed data set will be used to perform clustering. The 
preprocessing includes the following tasks.  

 Data cleaning: fill in missing values, smooth noisy Data, 

identify or remove outliers, and resolve Inconsistencies  

 Data integration: using multiple databases 

 Data Transformation.   

 Data reduction and Data discretization 

Algorithm 

Input: Crime Set Cds 

Output: Preprocessed Set Ps 

Start 

Step 1 :Input dataset cdsc1, c2,c3,,are the records 

              For (c check NULL) 

Remove record for the Null field.  

   Verify Attribute Set As Fill case. 

        Reorder crime records CScts(crime test records) 

         End for 

For (distinct and miss attribute) 

Fill CSattribute value nearer  

End for 

Step 2: Analyze the reasoning term index word sentence  

  If (CS!=null and attribute fill As) 

Step 3: Identify the list of all distinct attributes As. 

As = ∫ ∑ 𝐶𝑑𝑠(𝑖). 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 ∋ 𝐴𝑠
𝑠𝑖𝑧𝑒(𝐶𝑑𝑠)

𝑖=1
 sentence case index terms 

 Remove stop words 

 Cs = ∫ ∑ 𝐶𝑑𝑠(𝑖). 𝐶𝑟𝑖𝑚𝑒 ∋ 𝐶𝑠 < − − 𝑠𝑡𝑜𝑝 𝑤𝑜𝑟𝑑𝑠
𝑠𝑖𝑧𝑒(𝐶𝑑𝑠)

𝑖=1
 

 Step4: For each data point Di contains stop words removes. 

  If 𝑑𝑖 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝑐𝑠 < − − 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑐𝑜𝑢𝑛𝑡 𝑤𝑜𝑟𝑑𝑠 

  Add count words to processed set  Ps attribute 

Add to preprocessed set Ps. 

  Else  

   Remove the noisy dataset ns 

  End if 

 End for 

  End if 

Stop 

The above algorithm prepares to process data which is non 
redundant the original data much reduce the noisy terms of unfilled, 

distinct case of original records. The preprocess completes from 
redundant factor holds the crime reasoning records cs, outcomes the 
preprocessed dataset.  

Attribute Case Reasoning Estimation 

To take care of the different attributes of different crimes types, this 
introduced the concept of weighing the characteristics in reason 
analysis in crime records in sentence case. This allows placing 

different weights on different attributes dynamically based on the 
crime types being clustered. This categorization of weightage factor 
to allow, unlike just the numerical attributes that can be easily scaled 
for weighting them. Using the integral weights, the categorical 
attributes can be replicated as redundant columns to increase the 
effective weight of that variable or feature.   
Given a transactional data set Ts to be assigned Tsps, the number 
of attributes Na is identified, and the total number of transaction Tn 

is computed. Possible patterns identified attributes holds the set Ps is 
calculated. Unlike generalized frequent pattern mining algorithm the 
support and count values are processed for the detected models in 
the pattern set Ps. Using computing support and count values the 
pattern instance Pi which has support value more significant than 
support threshold St will be selected for sanitization process, and 
other will be omitted. 
Step 1: start 

Step 2: read data set Ts from cs(ps). 

Step 3: identify attribute set As. 

Step 4: Compute the number of Crime instance per age, weapons, groups  Tn, 

K, S. 

Step 5: if (compute a combination of possible crime patterns =valid term) 

             Ps = ( (Tn * As)/(K (Tn – K) * As)). 

k- Specific crime instance related attributes values. 

Step 6: for each pattern Pi from Ps 

Compute count = ø(Pi£(Ps)). 

Ø- Number of crime instance pi contained in ps. 

Compute support = count/Tn. 

                  If support means  ST then. 

Add Pi to filter dataset Ss. 

SsAverage mean 

End. 

End for 

Step 7: return Ss crime substitution occurrence weightage. 

Step 8: End. 

The usage of weightage factors analyses using filters to appropriate 
for clustering elsewhere in average mean value, as upon 
normalization all attributes assume equal importance in the 
clustering algorithm. However, rule mining predicts the average 
mean weight for ordering attribute records based on the category. 
Based on our weighted clustering attributes, cluster the dataset for 
crime patterns and then present the results to the detective or the 

domain expert along with the statistics of the critical characteristics. 

Scaling Features on Sentence Case Clustering Analysis 

The crime at the sentence case clustering, records are clustered based 
on the predetermined attributes and the weights. The resulting, 
clusters have the possible crime patterns the different clusters or the 
crime patterns are pointed to the relative score. For each group, the 
legend provides the total number of crimes incidents included in the 
group along with the critical attributes that characterize the group. 

The scaling features specify incidence of crime category. To 
evaluate results for the detected crime patterns by examining the 
suspect ions of crime were accepted or rejected on category scaling 
measure, which the measured regarding the essential attributes or 
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features or variables of crimes are demographic crime pattern, the 
suspect, the victim, etc. 

Algorithm  
Input: attribute sentence case records Cr: 

Output: cluster groups relative measure 

Step 1: Assign initial value for mean depth points 

Cr1, Cr2….Crn. Di1, Di2,… 

Analyze relative sentence key terms. 

For each crime records Di from Ds.  

           Text T = Extract Text from Di. 

            Sentence set Ss= (∑ Text€Di) × Splitby(.)
𝑠𝑖𝑧𝑒(𝐷𝑠)

𝑛=1
 

 For each sentence Si from SS 

                                      Continue each Si++ 

End For 

               End for 

Step 2: Assign each item xi individual for the cluster which has the closest 

mean; 

Compute semantic linkage weight Slw. Eccentric measure ELV, 

Initial tag ILV, Nearest relative Nr 

Semantic weightage  Slw = (
ILV

𝑁𝑟
×

ELV

𝑁𝑟
) + 𝑁𝐼𝐿 

   Add to weight set Ws = ∑Ws(Di)+Slw 

Step 3: Calculate new mean depth for each cluster; 

     For each crime data instanced from So 

    Compute the mean value of semantic linkage weight.  

                        Mean Slw = 
∑Slw(Ws(Di)

size(Di)
 

   End for 

              Choose the most valued crime data Di. 

                  Class C = max(mean). 

Until the cluster was performed; 

Step 4: int result=0; 

Step 5: for each D in intermediate values 

Relative are added; 

             End for 

Step 6: result += (D); 

Step 7: Compact crime measures (Risk Crime state); 

 Subsequently, the cluster the crimes based on sentence case 
weighing technique, to come crime scores of risk states, which 
contain the possible crime patterns of crime states. The 
categorization resembles the attributes in the record for different 
situations of crime patterns along with the essential characteristics 
related to particular crime. To quantify these groups attribute 

weightage determines the crime risks presented to the list of 
previous crime incidents in separate orders or some predetermined 

sort order. 

Crime Scaling Risk Factors 

Scaling factors evaluate cluster resultant to measure and split 
carrying the crime category of law enforcement of average 
weightage. Classification ensembles the categorization of high, 
medium and low factorization of crime risk categorization on the 
medium which crime factors be availed. The scaling range of crime 

records finalize the crime patens of the crime rate. This integrates 
the feature analyses of crime prediction supportive for law 
enforcement. 

4. Results and Discussion 

The collected data information are testes with sentence case 

reasoning proposed system results are carried out through .net 
framework 4.0 with visual studio front end, UCI real case datasets 
are carried out criminal datasets for input progress of testing. The 
proposed SCRCA based clustering algorithm has been implemented 
and tested for its efficiency with crime category analysis.  The 
implementation provides a higher efficiency result compared with 
previous test case results,   
 

Table 4.1: Details of a Dataset   
Parameter  Value 

Number of Records 30000 

Number of Crimes attributes 10 

Number of Subclasses 5 

Table 4.1 Reviews the datasets from the criminal records value 
contains attributes and information processed in the data collection 
phase. The performance of SCRCA is evaluated through clustering 
accuracy (cs), false classification ratio (Fcr), time complexity (Ts) 
and frequent occurrence (Fs) The resultant figure given below shows 
the performance, 

Clustering accuracy (cs) =∑ ×𝑘=𝑛
𝑘=0

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑔𝑟𝑜𝑢𝑝 𝑑𝑎𝑡𝑎𝑠𝑒𝑡(𝐶𝑑𝑠)

𝑇𝑜𝑡𝑎𝑙 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑡𝑒 𝑑𝑎𝑡𝑎 𝑟𝑒𝑐𝑜𝑟𝑑𝑠(𝑇𝑟)
 

 
Figure 4.3: Comparison of clustering accuracy 

 
Figure 4.3, shows the comparison of clustering accuracy and shows 
that the proposed method has produced higher clustering accuracy 

than other methods. 
 

Table 4.2: Comparison of Clustering Accuracy 

Methods/number of 

records 

Spatiotemporal Cts MCC MACR SCRCA 

10000 records 82.2 87.3 91.1 93.1 94.3 

20000 records 85.4 89.5 93.2 94.5 95.3 

30000 records 87.4 91.3 94.1 96.1 96.7 

                                              
Table 4.2, shows the comparison of clustering accuracy produced 

10000records as 94.3%, 20000records as 95.3% and 30000records 
as 96.7 % indicates that the proposed approach has produced higher 
clustering accuracy.   
The similar datasets are ignored as unclassified clusters be 
considered as false classification, the false classification is calculated 
by 

False classification Ratio (Fcr) =∑ ×𝑘=𝑛
𝑘=0

𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑐𝑠)

𝑇𝑜𝑡𝑎𝑙 𝑛𝑜 𝑜𝑓 𝑓𝑎𝑖𝑙𝑒𝑑 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑟𝑎𝑡𝑒(𝐹𝑟)
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Figure 4.4: Comparison of false classification 

 

 The Figure 4.4, shows the comparison of false classification ratio 
produced by different methods and the proposed plan has generated 

less false classification ratio than other ways.   
 

Table 4.3: Comparison of False Classification 

Methods/number of 

records 

Spatiotemporal Cts MCC MACR SCRCA 

10000 records 11 9 6 2.3 1.9 

20000 records 12.4 89.5 8.8 4.6 2.4 

30000 records 13.2 12.2 11.3 6.5 3.6 

The Table 4.3, shows the comparison of false classification ratio 
produced 10000records as 1.9%, 20000records as 2.4% and 
30000records as 3.6 % indicates that the proposed approach 

produces less false classification ratio.  
The average time taken to calculate the dataset cluster evaluation is 
calculated by, 

Time complexity (Tc) =∑ ×𝑘=𝑛
𝑘=0

𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑐𝑠)+𝑓𝑎𝑙𝑠𝑒 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛(𝐹𝑐𝑟)

𝑇𝑖𝑚𝑒 𝑡𝑎𝑘𝑒𝑛(𝑇𝑠)
 

 
Figure 4.5: Comparison of time complexity 

 

The Figure 4.5, shows the comparison of time complexity produced 
by different methods and shows that the proposed approach has 
produced less time complexity than other methods.[26] 

 
Table 4.4: Comparison of Time Complexity  

Methods/number of 

records 

Spatiotemporal Cts MCC MACR SCRCA 

10000 records 11.6 9.1 6.3 5.3 4.1 

20000 records 14.4 13.4 8.8 6.6 5.2 

30000 records 17.2 15.2 10.3 8.5 7.3 

The Table 4.4, shows the comparison of time complexity SCRCA 
produced 10000records as 4.1(ms), 20000records as 5.2(ms) and 

30000records as 7.3(ms) shows that the proposed approach has 
produced less time complexity. 

Frequent occurrence (Fc) =∑ ×𝑘=𝑛
𝑘=0

𝑟𝑒𝑝𝑒𝑎𝑡𝑒𝑑 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠(𝑅𝑠)+𝑖𝑟𝑟𝑒𝑙𝑎𝑣𝑎𝑛𝑡 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠(𝐼𝑟𝑐)

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠
 

 
Figure 4.6: Comparison of the frequent occurrence 

 

The Figure 4.6, shows the comparison of frequent occurrence 

produced by different methods and shows that the proposed 
approach has produced less frequent than other ways.  
 

Table 4.5: Comparison of Time Complexity  

Methods/number 

of records 

Spatiotemporal Cts MCC MACR SCRCA 

10000 records 10.6 9.7 8.3 7.3 6.1 

20000 records 12.4 11.2 9.8 7.8 6.4 

30000 records 15.4 13.2 11.3 7.5 6.7 

The Table 4.5, shows the comparison of frequent occurrence 
SCRCA produced 10000records as 6.1%, 20000records as 6.4% and 

30000records as 6.7 % shows that the proposed approach has 
produced less regular occurrence.  

5. Conclusion 

In this paper, an efficient sentence case relative clustering for crime 
analyses has been presented. The reasons are carried out through 

datasets with sentence case record with relative closeness point of 
measurement. Then this method creates the cluster evaluation of 
record group with a similarly categorized dataset. The categories are 
split with crime rate support measure be ordered in cluster groups 
which are high, medium, low crime states. The projected method 
which produces crime case prediction intelligence generates highly 
and produces efficient results on clustering accuracy 98.1 % and 
intelligence generation. This resultant had higher performance with 

low time complexity in 8.5 milliseconds. Also, the method reduces 
the frequent occurrences of cluster group evolution 6.7 %   as well. 
The features from clusters that determine higher prediction crime 
types which is supportive for real-world kinds.   
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