
 
Copyright © 2018 Authors. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted 

use, distribution, and reproduction in any medium, provided the original work is properly cited. 
 

 

International Journal of Engineering & Technology, 7 (3.1) (2018) 1-5 
 

International Journal of Engineering & Technology 
 

Website: www.sciencepubco.com/index.php/IJET  

 

Research paper 
 

 

 

 

A Novel Approach for Handling Outliers in Imbalanced Data 
 

Gillala Rekha
1
*, V.Krishna Reddy

2
 

 
1,2Department of CSE, KLEF, KL University, India  

*Corresponding author E-mail: rekha.jogam@gmail.com 

 

 

Abstract 
 
Most of the traditional classification algorithms assume their training data to be well-balanced in terms of class distribution. Real-world 
datasets, however, are imbalanced in nature thus degrade the performance of the traditional classifiers. To solve this problem, many strat-
egies are adopted to balance the class distribution at the data level. The data level methods balance the imbalance distribution between 
majority and minority classes using either oversampling or under sampling techniques. The main concern of this paper is to remove the 
outliers that may generate while using oversampling techniques. In this study, we proposed a novel approach for solving the class imbal-
ance problem at data level by using modified SMOTE to remove the outliers that may exist after synthetic data generation using SMOTE 

oversampling technique. We extensively compare our approach with SMOTE, SMOTE+ENN, SMOTE+Tomek-Link using 9 datasets 
from keel repository using classification algorithms. The result reveals that our approach improves the prediction performance for most 
of the classification algorithms and achieves better performance compared to the existing approaches. 
 
Keywords: Classification Algorithms, Class Imbalance Learning, SMOTE, Resampling and Mahalanobis Distance. 

 

1. Introduction 

In most of the real-world data, the class imbalance problem is 
persistent and causing trouble to a large section of the data mining 
society. This problem is prevalent in many applications such as 
fraud and intrusion detection, risk management, text classification, 
medical diagnosis and monitoring, and many other [1]. In classifi-
cation, when the representative examples of one class are more 
frequent than that of another class, then this data set is represented 

as an imbalanced dataset. In class-imbalanced data sets, the num-
ber of instance of some classes appears more frequently than the 
other. The class with more number of instances are labelled as 
majority class and the class with less number of instances as a 
minority class. The primary concern with the imbalanced learning 
problem is the ability of skewed data which significantly com-
promise the performance of most standard learning algorithms. 
Most standard algorithms expect balanced class distributions or 

equal misclassification costs. Therefore, the evaluation criterion, 
which guides the learning procedure, can lead to ignore minority 
class examples by treating them as noise and provide unfavourable 
accuracies across the classes of the data as a result. Moreover, 
datasets with skewed class distribution usually suffer from class 
overlapping, small sample size or small disjuncts, which di cult 
standard classifier learning algorithms [2] [3]. Recently, the class 
imbalance problem emerges as one of the challenging problems in 
data mining community [4]. This problem has been widely dis-

cussed by the research community and many techniques have been 
developed to address the class imbalance problem. 
From the learning viewpoint, the class with lesser instances is 
usually the class of interest [1]. The standard classifier learning 
algorithms assume that imbalanced datasets are equally distributed 
and show bias towards majority classes thus generate inaccurate 
classification model performance. Class imbalance involves a 
series of difficulties in learning such as small sample size, class 

overlapping, and small disjuncts. To address the class imbalance 

problem, a various number of techniques have been proposed by 
the research community. In general, these techniques are broadly 
categorized into 1. Data level approach [5][6][1], 2. Algorithm 
level approach [7][8][9] 3. Cost-sensitive learning approach 
[10][11] 4. Ensemble method [12][13]. 

 Data level approach also known as an external approach. It 

employs pre-processing to re-balance the class distribution 
of imbalanced data sets. The pre-processing is done either 
by under-sampling or over-sampling techniques to reduce 
the imbalance ratio in the data set.  

 Algorithm level approaches also known as an internal ap-
proach. It modifies the classification algorithm to bias the 

learning towards the minority class. These algorithms re-
quire knowledge to learn from the imbalance data distribu-
tion before training the classifier.  

 Cost-sensitive learning approach combines both data level 

and algorithm approaches to incorporate different mis-
classification cost for each class.  

 Ensemble method uses the ensembles of classifiers. It in-

creases the accuracy of a classifier by training different 
classifiers and combines their result to generate a single 
class label.  

At data level, a pre-processing technique is applied to balance the 
imbalanced data sets. Resampling techniques such as under-
sampling, oversampling and hybrid method are used for generat-

ing synthetic data. 

However, most of the oversampling techniques at data level may 
generate data samples very much similar to existing samples by 
considering only the nearest neighbour samples. To overcome 
these problems, we propose a novel approach to solve the class 
imbalance problem at the data level. The main motivation behind 
this method is to balance the training data by removing noise lying 
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in the data in the form of outliers after Synthetic minority over-
sampling techniques (SMOTE). SMOTE generates synthetic data 
using k-nearest neighbour algorithm [6][14][15]. This technique 
selects the data instances that are the nearest neighbours using 
Euclidean distance. After synthetic sample generation, noise and 
outliers usually present in the data instances. However, selecting 
only those data instances that are nearer may pose the potential 
challenge of generating noise and sparse data instances. 

We conducted empirical experiments to show the performance of 
the proposed approach with SMOTE[6], SMOTE+ENN[14] and 
SMOTE+Tomek Link[15] using 9 imbalance datasets from KEEL 
repository. we evaluated the resampled datasets by using C.45, K-
NN, SVM, RIPPER and NB classification algorithms. Based on 
the experiment, we observed that our proposed algorithm shows 
significant improvement on C4.5, k-Nearest Neighbor (K-NN) and 
Naive Bayes (NB) algorithms in terms of Precision, Recall, F-

Measure, G-Mean and AUC. 

 
a) Original Data 

 
b) After Sampling (Minority Samples) 

 
c) After Sampling (Complete Data) 

 
Fig. 1: Class Imbalance Data; (a) Original samples (b) Synthetic samples 

generated for minority samples (c) Resampled data 

 

The organization of the paper is as follows. Section 2 discusses the 
concerns over oversampling techniques and the motivation behind 
our approach. Section 3 provides the proposed method and its 
application to generate synthetic samples. The data description is 
presented in Section 4. Section 5 presents the experimental evalua-
tion. Finally, section 6 contains the final conclusion. 

 

2. Motivation 

Synthetic minority oversampling method (SMOTE) generates 
synthetic data using the k-nearest neighbour algorithm. [6][14][15]. 
This technique selects the data instances that are the nearest 
neighbour’s using Euclidean distance. After synthetic sample gen-

eration, some problems usually present in the data instances. 
However, selecting only those data instances that are nearer to the 
existing samples may pose the potential challenge of generating 
noise and sparse data instances. The figure 1 presents examples of 
data samples before sampling and after sampling. It also displays 
the data samples generated after resampling were in some samples 
may tend to fall outside the boundary of minority class as outliers 
which may lead to bias in classification. To overcome this prob-

lem, the main motivation behind this method is to balance the 
training data by removing noise lying in the data in the form of an 
outlier after SMOTE. The technique we used is Mahalanobis dis-
tance[16] which is known to be useful for identifying outliers. 
Given a skewed data set and a particular data point, a basic con-
cern is about the extremeness of the data point relative to the other 
data points. For univariate data, Euclidean distance work better in 
identifying the data points, but for multivariate data, we must 

modify in order to relate distance and skewness. That modification 
using Mahalanobis distance enables a powerful technique for de-
tecting multivariate outliers. In our proposed method Mahalanobis 
distance is used to remove outliers appeared in the data after gen-
erating the synthetic samples. Mahalanobis distance measure is 
considered as unit-less measure and provides a relative measure of 
an instance distance and helps in detecting outliers. Considering 
two data instances x = (x1, x2, x3,….,xn)

T and y = (y1, y2, 

y3,….,yn)
T , the Mahalanobis distance between them is defined as 

 
 

 
              (1) 

 
 
 
where S-1 is the covariance matrix. We use this measure to help 

rank and sort the data samples according to their distance in a 
decreasing order. By sorting the data, we are able to distinguish 
data samples that are far or close from the central data instance. It 
works well for multivariate datasets and also overcomes the inher-
ent scale and correlation problems, associated with Euclidean 
distance. The removal of outlier samples might provide a better 
performance on classifiers. 

3. Proposed Framework 

The intuition behind our approach is to remove the outliers exist-
ing in the data samples after generating the synthetic samples for 
minority classes. The proposed approach is com-pared with the 
common Synthetic Minority Oversampling Techniques (SMOTE) 
proposed by Chawla et al.[6]. The SMOTE technique oversamples 

the minority classes by generating synthetic data by introducing 
data samples along the line segments that join any of the k nearest 
neighbour’s minority class sample. 

 
Our proposed method comprises two stages. Stage one is prepro-
cessing stage and the second stage is for model generation. To 
generate the synthetic data for minority samples, in the first stage 
we divided the data samples into minority and majority data sam-

ples based on their class label. Then, for minority samples, we 
generated synthetic data using SMOTE. The synthetic data sam-
ples are generated to balance the class samples. Then, we combine 
the data samples of both minority and majority class which repre-
sent a balance data sets. Now, we find the outliers in the data and 
measure the diversity in the data sets using Mahalanobis distance 
[16]. This measure is adopted because it works well to eliminate 
the diversity existing in the data. It is adopted because of its mul-
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tivariate effect size. Using this measure, we generate the ranks and 
sort the data instances in decreasing order to their distance. We 
eliminate the data samples that are far or close from the centre and 
consider the remaining data samples for the next stage [17-24]. 

Fig.2: Framework of the proposed method 

 
In the second stage, we performed model generation using the data 
samples produce from the first stage. We trained the data samples 

on various classification algorithms as mentioned in Table 4. We 
employed 10-fold cross-validation techniques, were in 2/3 of the 
data samples are picked randomly as training data and the remain-
ing 1/3 samples as the testing data. The framework of the pro-
posed method is showed in Fig 2. 

4. Dataset Description 

For the experiment, all of our datasets are from the KEEL data set 
repository [25]. We consider nine imbalanced datasets from vari-
ous application domains. All the datasets are binary class prob-
lems. The name of the data sets used, no. of attributes and its im-
balanced ratio (IR) is presented in Table 3. 
 

Table 1: Datasets Used in the Experiment 

 

5. Experimental Evaluation 

For the experiments, we have used five classification algorithms to 
evaluate the effects of the synthetic datasets generated by using 
baseline SMOTE, SMOTE+ENN, SMOTE+Tomek Link and 
proposed SMOTE+MD. The algorithms such as C4.5, k-NN, NB, 

Ripper, and SVM are used. We have considered 10-fold cross 
validation during model construction. 

The overall performance is measured by Precision, Recall, F-
Measure, G-Mean and ROC (AUC) in our experiment. The results 
are summarized in Tables 4 in terms of Precision, Recall, F-
measure, G-mean, Root Mean Square Error(RMSE), Accuracy on 
different classifiers. From the above Table 7, we find that our 
method performed well on iris0, new thyroid 1, new thyroid 2, 

Wisconsin datasets with high precision, recall, f measure, G mean, 
and AUC using C4.5 classifier. Our method shows low RMSE for 
new thyroid 1 and Wisconsin datasets for the C4.5 classifier. 

With K-NN classifier as shown in Table 8, our method performed 
well on iris0 with 100% accuracy and 99% accuracy for new thy-
roid 1. In terms of precision, recall, F-measure, G-mean and AUC 
our method outperformed in iris0,new thyroid 1, new thyroid 2, 
Wisconsin datasets. Table 9 shows the performance of our method 

with NB classifier. The results show a better performance with 
100%, 97.81%, 97.81%, 97.78% accuracy on iris0, new thyroid 1, 
new thyroid 2, and Wisconsin datasets respectively. We also ob-
serve a high precision, recall, F-measure, G-mean, and AUC on 
iris0, new thyroid 1, and new thyroid 2, Wisconsin datasets. We 
noticed a much low RMSE for iris0, new thyroid 1, new thyroid 2, 
Wisconsin datasets. Using RIPPER classifier as presented in Table 
10, our method shows better AUC on new thyroid 2 datasets. Our 

method also showed better performance on glass1, iris0 datasets in 
terms of precision, recall, F-measure, G-mean and AUC using 
SVM classifier as shown in Table 11. Observing the result, we 
conclude that our method significantly outperformed most of the 
datasets using all the five classification algorithms. In most of the 
cases, our method yields better results on iris0, new thyroid 1, new 
thyroid 2, Wisconsin datasets. Our method showed an outstanding 
performance while working with C4.5, k-NN, NB classification 
techniques. 

6. Conclusion  

In this research, we proposed a novel oversampling approach with 
outlier removal. The proposed method solves the class imbalance 
problem at data level by integrating both SMOTE with Mahalano-
bis Distance technique. The experimental studies demonstrated 

best performs on class imbalance datasets using C4.5, NB and k-
NN classifiers. Our method mainly addresses on outlier removal 
after generating the synthetic data. First, we apply SMOTE ap-
proach to create synthetic samples for minority class. Second, we 
combined the minority synthetic samples with the majority sam-
ples. Third, we generated Mahalanobis distance for each instance 
and order them in decreasing order. Then, we fixed a 5% removal 
of the data instances as outlier. Finally, we trained the different 

classification algorithms on these data instances. The experimental 
results show the effective performance of our method on baseline 
method. In future, we will apply our method on many other class 
imbalanced datasets. 
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