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Abstract 
 

This era, in which we currently stand, is an era of public opinion and mass information. People from all around the globe are joined 

together through various information junctions to create a global community, where one thing from the far east reaches to the people of 

the far west within seconds. Nothing is hidden, everything and anything can be scrutinized to its core and through these global criticisms 

and mass discussions of gigantic magnitude, we have reached to the pinnacle of correct decisions and better choices. These pseudo social 

groups and data junctions have bombarded our society so much that they now hold the forelock of our opinions and sentiments, ergo, we 

reach out to these groups to achieve a better outcome. But, all this enormous data and all these opinions cannot be researched by a single 

person, hence, comes the need of sentiment analysis. In this paper we’ll try to accomplish this by creating a system that will enable us to 

fetch tweets from twitter and use those tweets against a lexical database which will create a training set and then compare it with the 

pre-fetched tweets. Through this we will be able to assign a polarity to all the tweets by means of which we can address them as negative, 

positive or neutral and this is the very foundation of sentiment analysis, so subtle yet so magnificent. 
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1. Introduction 

In today’s world, technology has developed to a point where 

most of the things can be achieved through it.It has spread 

across every field that a man can think of and it has broadened 

the applications and functionalities of various fields.  

With all the development came a new field into existence, the 

field of sentiment analysis[2][3][11][12][14][15]. This science 

is relatively new and a lot has to be covered before it can be 

perfected. 

Various methods and procedures are used in sentiment analysis 

to accomplish various outcomes. It can be used in smart 

advertisements in such a way that a particular person gets 

advertisements according to his liking.It can also be used to 

rate movies and other public releases such as books, TV shows 

and even political policies. 

With the help of sentiment analysis, we can go through a lot of 

data from the internet and train it according to our needs and 

aims. In order to accomplish our goals and aims, some 

procedures are to be implemented and in this paper we will 

discuss everything with proper decorum.. 

We set our procedures by first collecting the tweets from 

twitter, using its developer API[2][3][4][8][18]. For that we 

used a library in python[8][9][20] called tweepy[14]. After the 

tweets are collected, we save them in a list. For the purpose of 

assignment of polarities to the fetched tweets we need a 

dataset[1][4][11][14] and a training-set[4][7][13][18]. 

 

For the training-set we use a lexical database, which includes a lot of 

phrases and sentences that are pre-analyzed into it with different 

polarities embedded in them. We create the training-set and the 

test-set from this file. Once the sets are completely formed and ready, 

we then require a classifier[1][4][7][17][19] that compares the data 

set with the collected tweets. The classifier that is going to be used in 

our program is called the Naive Bayes classifier. 

We can implement the Naive Bayes classifier[5][7][8][9][11] through 

two methods:  

1. We can develop a completely new code for it. and  

2. Use another library that has naive bayes incorporated into it. 

Here we used Text Blob[20] that is developed over NLTK[8][10][16], 

it helps us to achieve natural language processing by reading the 

tweets and removing various unnecessary data from it. 

2. Proposed System 

In the system that we have developed, we will use various 

technologies to achieve our desired results. To implement the process 

of sentiment analysis we have used Natural Language Processing 

[4][8][9][11][12]. 

NLP helps in the mining of opinions and expressions from tweets, 

files and texts. 

To enable the incorporation of NLP, we used Machine Learning 

methods to achieve maximum results. Machine Learning methods 

[4][6][7][15][17] encourage two types of learning methodologies : 

the unsupervised method and the supervised method. We are going to 

use supervised method [8][11] in all our processes because of its 

accuracy and speed.  

Now the next step would be to fetch a database and then implement 

one of the techniques from the supervised learning methods. To 
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increase our accuracy and speed, even further, we used Naive 

Bayes classifier to classify the test data-set with the training 

data-set and then create a trained data-set that can be required 

further in the process. Naive Bayes classifier will enable us to 

assign a polarity to the texts or tweets in such a manner that we 

can distinguish between the negative, positive and neutral. All 

these processes take place after the fetching of the tweets is 

done through the uplink. 

 For our proposed system the process of fetching of tweets will 

be reiterated more than once, depending upon the user. Once all 

the data has been collected, it will be then processed so that it 

can be compared with each other.  

Tweets regarding various movies, TV shows and products can 

be fetched and then compared to find out which product or TV 

show or movie is most favored by the crowd. 

 3. System Architecture (Block Diagram) 

 
Fig. 1: System Architecture 

Technologies used 

 1.Tweepy 

 2. TextBlob 

 3. Naive Bayes Classifier 

4. Implementation Process 

The implementation of the proposed system will completely 

take place in python, by using its vast network of libraries. We 

start the process by first fetching the tweets from twitter using 

twitter’s developer API. The twitter API will be accessed and 

enabled using the Python library called Tweepy. The number of 

tweets that can be fetched completely depends upon the user. 

The user can choose any number of tweets that he wants to get 

fetched by entering the number manually. Tweepy does not 

only help us to fetch the tweets but it also allows us to 

authenticate various required keys with ease. 

 After the twitter API is synced with the running code, the next 

step is to fetch tweets based on a particular search string. This 

search string will enable us to fetch tweets by targeting a 

particular group of tweets, all related to the search string. The 

search will be done based on the hashtags and not on the actual 

words or phrases inside the tweets. This probing of hashtags 

will be done by an independent and open source python Library 

called TextBlob. Textblob is built over NLTK library. Hence, it 

has all the functions of NLTK in it but with extra refinement. 

After a particular hashtag has been searched and all the tweets 

that are required are fetched and saved into a list in python, 

they are processed and certain type of excess data is removed 

from them, such as special characters, numbers, multiple hashtags etc 

to make them appear as normal sentences. 

This is also done through the extensive functionality of Textblob 

Library. While textblob purifies, parses and processes the tweets and 

preserves them into a new list, it also begins a second procedure to 

develop a trained data set. The trained dataset will be developed by 

processing the training-set and the test-set , both of these sets are 

created from a single database. For the purpose of our code we’ll use 

STS Gold Tweet Corpus[3][7][9]. The mentioned corpus has a lot of 

text data which is already embodied with their respective polarities. 

The text data included in this corpus is from various movies, reviews, 

plays, novels and other literary sources. 

This corpus will be called forth using its .csv file through TextBlob. 

After the file has been accessed it’ll be split into two lists one for the 

training data and other for the test data. Now these two lists will be 

processed with the help of TextBlob and then a sustainable trained 

dataset is created which will have polarities assigned to each text 

item. After this process is done, the processed trained dataset is then 

saved into a list and then it is compared with the fetched and parsed 

tweets which are already stored into a separate list. These two lists 

are processed together to assign polarities to the list which has tweets 

stored in it. This assignment of the polarities to all the tweets is done 

through the TextBlob library, as well but this time the process is a bit 

complicated and an external algorithm is required to ease the process 

and increase its accuracy and speed. 

 This process of assigning the polarities to the various tweets is done 

with the help of a classifier and for our implementation process we’ll 

use the Naive Bayes classifier. The whole list of tweets will be run 

through it and by comparing it to the trained dataset it will assign a 

polarity to each of the tweets. These polarities will range from below 

0 to 4, where below 0 means negative and above zero means positive 

and equal to zero stands for neutral. 

 In our system we’ll be searching more than one hashtag so that we 

can later on compare them and find out which one is the most 

favorable item amongst the searched hashtags. 

5. Results (Graphs and Diagrams) 

 
Fig. 2: Pie chart for a movie 
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Fig. 3: Comparison of movies using bar chart 

 

 
Fig. 3: Comparison of movies using pie chart 

  

With the inclusion of Naive Bayes algorithm into our program 

the output generated is more accurate than most other 

algorithms available on the knowledge hubs, not only that, the 

output achieved is the faster as well. 

6. Conclusion 

We have taken the most out of the technologies that are 

currently present in the field of sentiment analysis but this field 

is still vast and not much has been developed to call it a fully 

functional field. 

It currently works on the principle that the data which is being 

input is unbiased and that the polarity of the texts that are taken 

into consideration is proportional to the actual number of texts 

that are present on a particular query but this principle is not 

correct and still requires finesse. 

More work can be done in the development of techniques that 

can be used to understand sarcasm and emotional content. 
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