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Abstract 
 

The intension of the project is to classify objects in real world and to tracks them throughout their life spans. Object detection algorithms 

use feature extraction and learning algorithms to classification of an object category. Our algorithm uses a combination of “histogram of 

oriented gradient” (HOG) and “support vector machine” (SVM) classifier to classify of objects. Results have shown this to be a robust 

method in both classifying the objects along with tracking them in real time world. 
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1. Introduction 

The object classification is one branch of computer vision which is 

examined for past years. Detecting of objects and classification or 

recognition of objects are major task in computer vision. Object 

classification algorithms depends up on learning, matching, or pat-

tern recognition algorithms using feature based or appearance fea-

ture based techniques. Common methodologies include deep learn-

ing approaches or techniques such as CNN (convolution neural net-

works), DNN (deep neural networks), and feature-based ap-

proaches using gradients, edges, Haar wavelets, HOG (histogram 

of oriented gradients), and LBP (local binary patterns). 

The main purpose of the project is to detecting and classification of 

objects in real time, throughout their life spans. Object classifica-

tion is needed for many computer vision applications including 

portable electronics, “advanced driver assistance systems” 

(ADAS), video surveillance, and navigation of robots [6]. In real 

time robot usage housekeeping purpose such as cleaning, fetching 

objects, etc. 

These tasks need several levels of important knowledge about sur-

rounding of humans so that the system can be find the different 

ways for searching the objects and they can conveying with per- 

sons easily. Like we can the example of robot to execute the com-

mand for taking bottle from kitchen, so for that robot must be iden-

tifying things like bottle. In addition, understand which places in 

the surroundings are expected to be consist it. 

Some challenges faced on object detection. Firstly, almost every 

class of objects has large amount variations within the class. For 

example, for each human face, skin color face shape, and hair style, 

etc. change importantly and differences in beard, mustache and 

wearing spectacles and hat result in further changes. As for cars are 

taken the color, the model and the size also change substantially 

between each another. A robust classifier must try to accomplish 

independent of these variations. Secondly, background clutter is 

one common issue. The images may be taken from various back-

ground environment like outside scenes in cities and interior envi-

ronments. The classifier must be capable to differentiate object 

class from those complex backgrounds. Thirdly, an illumination 

condition varies a lot, ranging from direct visible light and also 

shadows during the day to artificial or dim lighting inside buildings 

or at night. Although some solutions for illumination invariance 

have been adopted, they are still extremely inefficient when com-

pared to human visual systems in being adaptive to such changes. 

Hence, a robust classifier of object poses should also contribute ex-

tensive invariance to the alteration of illumination and lighting con-

ditions. Noise can be avoided or minimized by noise removal filters. 

The major aim of feature extraction is to extract the features, which 

maximizes the identification rate with the redundant information of 

data. 

2. Literature survey 

Object classification is still a challenging task of computer vision. 

There are many useful approaches and some of the more popular, 

such as SIFT [2]; HOG [1] are depending on image gradients. The 

majority of implementations for HOG-based object detection are on 

“Central Processing Unit” (CPU) and “Graphics Processing Unit” 

(GPU) platforms. 

Viola-Jones proposed object detection method [3] which is exten-

sively used in recent years. This process is machine learning based 

and a cascade function is used which is trained on large amount of 

image data (both negative and positive). It can be skilled to detect 

various object classes, but the main motivation was to recognition 

faces in images. This approach provides first real-time face detec-

tion with solid results. 

Scale Invariant Feature Transform (SIFT) [2] is one of the most fa-

miliar approaches which gives invariant features from images and 

its detail description. The features obtained can be used to a lot of 

number of applications (e.g. Motion tracking, image stitching, 

multi-view geometry). According to [3], the extracted features from 

images are never changing to image scaling and image rotation, 

which can evaluate good matching between various perspective ap-

pearances of an object or a scene. Also, the features have on exhib-

ited to be robust against illumination variance, affine distortion, and 

additional noise. The main benefit of SIFT is to provide viewpoint 

invariance, rotation, illumination and scale. 

http://creativecommons.org/licenses/by/3.0/
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LBP facial explanation recognition and also got promising perfor-

mance [7]. In this paper texture using volume “local binary pat-

terns” an extension to LBP, for expression recognition [8]. Average 

FER accuracy of 96.26% was achieved for six universal expressions 

with their proposed model on cohn -Kanade facial explanation da-

tabase [9]. Due to both spatial and temporal information is consid-

ered in VLBP, it got better result comparing traditional LBP. The 

review paper [10] gives object detection based on CNN, construc-

tion of CNN, structure of object detection on CNN and the improv-

ing detection performance. 

It gives [11] neural network based face detection. Neural net- work 

research tiny windows of an image and each window contains de-

termine a face or not. The system intermediate between multiple 

networks gives better performance when compared with a single 

network. Face and non faces images are holding for training and 

also use bootstrap algorithm. 

This paper gives an “object detection and classification”. The re-

maining of this paper is standardized as follows. Section 3 explains 

methodology of object detection and classification and Section 4 

presents brief theory of HOG. Section 5 presents brief theory of 

SVM section 6 explains the experiments and results and section 7 

presents the conclusions. 

3. Methodology 

It consists of two stages such as training stage and testing stage. 

Basically the system doesn’t know the computer vision skills to de-

tect whether it is an object or not. So, we need to make the ma- 

chine to learn computer vision skills in order to identify and detect 

objects. This process of training is known as training stage. 

In this training stage, initially we need to generate a model, by using 

positive images and negative images. These positive images refer 

to desirable objects (which object you find the images along with 

video) together with negative images refer to undesirable objects 

(background scenes images). The feature extracted from training 

images using HOG algorithm following steps. There are prepro-

cessing, gradient calculation, spatial binning, block normalization, 

feature vector. And finally features are extracted from all training 

images. Brief explanation of HOG algorithm take up in section IV. 

After extracting features designate labels to known (positive im-

ages) objects, and also assign the labels to unknown objects. Finally 

classification is done by using SVM algorithm. The justification of 

SVM explained in section V. The generated trained model can be 

used in testing phase for object detection and classification. 

 

 
Fig. 1: Block Diagram for Training Phase of the “Object Detection and 

Classification”. 

 

Testing stage starts with a test video which is divided into frames. 

These frames are sent over to the Feature extraction for the extrac-

tion of features for each frame in the test video or test image by 

using HOG algorithm. Now these features are classified by using 

SVM algorithm. The outputs of the SVM are allowed to match with 

the trained model which consists of sample features of images. If 

the correct match is found in the trained model then the most desir-

able output is obtained by indicating the object in the given test 

video or test images. 

 

 
Fig. 2: Block Diagram for Testing Phase of the Object Detection and Clas-

sification. 

4. Theory of “histogram of oriented gradients” 

(HOG) 

 
Fig. 3: Block Diagram of “Histogram of Oriented Gradients” (HOG). 

 

HOG has been used as a feature descriptor in the application of ob-

ject detection, where a gradient orientation plays a leading role. The 

thought behind the HOG descriptor is object shape and appearance 

within an image. It can be characterized by sharing of intensity gra-

dients. The image is partitioned into small connected areas called 

cells. The each pixel in cell calculates the magnitude and direction. 

For increasing accuracy, normalization is required. The block nor-

malization is invariant to changes in the shadowing and illumina-

tion. 

4.1. Preprocessing 

Filtering, dilation, erosion, power law correction is used in the pre-

processing step of input. Normalization is used for to decrease the 

impact of illumination effects. It consists of power law (gam- ma) 

correction which is helpful to reduce or decrease the effect of illu-

mination variations and shadowing. Preprocessing is an optional 

step. It can be expunged, because it doesn’t have strong effect on 

the result when calculating gradient. And images can be resized. 

4.2. Gradient calculation 

Gradient is a vector and it’s contains two variables: direction and 

magnitude. These two variables are computed differently, but both 

are computed through convolution process. In the convolution pro-

cess, find horizontal filter and vertical filter by using sobel x and y 

filters. We notice that horizontal filter sharpen the vertical edges 

and vertical filter sharpen the horizontal edges 

 

Fig. 4: (A) Shows the Horizontal Kernel. 

 

Fig. 4: (B) Shows the Vertical Kernel. 

 

The gradient’s gradient is perpendicular to the edge’s direction. 

Magnitude of gradient contributes the strength of the edge. 

The gradient’s direction is defined as: 
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When gradients for all pixels are computed, pixels are grouped into 

cells. For each cell is afterward histogram of oriented gradients cre-

ated. Image converted into cells why because provides compact in-

formation. 

4.3. Spatial binning 

Each 8×8 cell image consist of 8x8x3 = 192 pixel values but the 

gradient of this 8×8 cells image contain 2 values (first one magni-

tude and other one direction) per pixel which adds up to 8x8x2 = 

128 values. The 128 values are indicated by using a 9-bin histogram 

which can be hold as an array of 9 values. The histogram is essen-

tially a vector of [9] bins (values) corresponding to angles 0, 20, 40  

160. Each pixel denotes to histogram for spatial regions called cells. 

Angle of gradient is in range of 0−360 degrees is called signed gra-

dient or 0−180 degrees is called unsigned gradient. This range is 

divided into 9 blocks called bins. In case of electing range 0−180 

degrees the bins are each of bin size is 20 degrees [5]. The range 

0−180 degrees are called “unsigned gradients” why because its neg-

ative is represented by the same values. Unsigned gradients work 

better as compared with signed gradients. A bin is selected depend 

up on the direction, and the vote (the value that go to the bin) is 

elected based on the magnitude. 

4.4. Block normalization 

5. Theory of “support vector machine” (SVM) 

“Support Vector Machine” (SVM) classifier is a one of the “super-

vised machine learning” algorithm. SVM is a famous technique for 

the classification and regression. In “supervised machine learning” 

algorithm, objects belonging to a known class are used for “train-

ing” of the system and draw decision lines between various classes. 

New objects are classified based on the decision lines. In this tech-

nique are handling with the training data and testing data [4]. Now 

the system should be trained with the help of the training data such 

that it can help the system to indicate or classify the object in the 

image or video. 

Some important features of SVM: 

1) In the linear SVM, an optimization criterion is the width of 

the margin between the two classes. 

2) This algorithm basically two class classifier but can be elon-

gated to multiple classes. 

3) Mapping points or samples to a higher dimensional space 

where various classes can be separated with a hyperplane by 

using kernel trick 

4) The performance of SVMs rely on the preferred of the kernel 

and its parameters 

5) SVM can be divided into two types 

(a) Linear SVM 

(b) Nonlinear SVM 

The “support vector machine” (SVM) is basically a binary classifi-

cation method introduced by Vapnik. For a binary problem, we 

have training data points. 

 
NiTS ii .....1},{ =                                                                          (3) 
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Suppose we have some hyperplane which can be divides the posi-

tive image features from the negative image features. The points z 

which lie on the hyper plane live up to a. z + s = 0, where a is normal 

to the hyper plane, |s|/||a|| is the perpendicular distance from the hy-

per plane to the origin, and ||a|| is the Euclidean norm of a. In this 

algorithm, the classes separated by hyper plane with largest margin. 

Suppose that all the training data mollify the following formulas 

This step procures invariance to edge contrast, shadowing and illu-

mination. Cells are combined into blocks which can be over- lapped 

or not. 

5.1. Feature vector 

This step indicates to collecting HOG descriptors from all blocks 

transformed into a feature vector. This method used Support Vector 

Machine (SVM) classifier and it performs well to detect objects. 

 

 
Fig. 5: (A) Shows the Original Image Fig.5. (B) Shows the HOG Image of 
the Original Image. 

 

                                                                                (6) 

 

                                                                                 (7) 

 

 
Fig. 6: Classification of Two Classes by SVM. 

5.2. Nonlinear SVM classifier 

In the real world our dataset is specifically dispersed up to some 

extent. To clarify this problem segregation of data into various clas-

ses on the basis of a linear hyperplane can't be treated as a good 

choice. Then vapnik implied making nonlinear SVM classifier, fea-

ture points plotted in a bigger or higher dimension space. 

5.3. Kernel 

Kernel used in SVM algorithm. In linear SVM, the learning of the 

hyper plane problem is done by using linear algebra. The SVM can 

be explicit by the inner product of any two given observations 

 

K (Ys, YT) = F (Ys) ·F (YT)                                                                   (8) 

 

This above equation is called kernel function 

 

K (Ys, YT) = Ys ·YT - Linear Kernel                                      (9) 

 
( ) ( ) →+•=

e

TSTS ZYYYYK , Polynomial kernel                                    

(10) 

 
( ) ( )→−−= TSTS YYYYK exp,

RBF kernel                                          (11) 

 
( ) ( )→+•= ZYYYYK TSTS tanh, Sigmoid kernel                                 (12) 

 



154 International Journal of Engineering & Technology 

 
It denotes conversion of dot product of features (“data points”) 

mapped into the bigger dimensional feature space by using trans- 

formation  

Margin The margin is essential characteristic of SVM classifier. 

SVM tries to accomplish a good margin. A margin is a segregation 

of line to the related class points. The good margin represents sep-

aration of classes with large gap and also equidistant as long as both 

classes. 

 

 
Fig. 7: Shows the Bad Margin and Good Margin. 

5.4. Regularization 

The regularization parameter (in python’s sklearn frequently called 

as C parameter) tells the SVM improvement how much you want to 

fend off misclassifying each training example. For larger C, the op-

timization will pick out a smaller margin then hyper plane a good 

task of acquiring all the “training points” classification correctly. 

Conversely smaller C the optimization will pick out a bigger margin 

then misclassification occurs. 

5.5. Gamma 

The gamma parameter defines how far the effect of single training 

examples reaches, with low values meaning ‘far away’ and high 

values meaning ‘close’. 

6. Experimental results 

According to the analysis of “object detection and classification”,  

Firstly we should work on SVM classifier. In the training, we take 

the different known classes images (In testing, which object to find 

out) and different unknown classes images (none of images such as 

background).we prepare the own dataset for training. Each 1000 

images of known classes with different orientations, different light-

ning conditions and unknown classes. 

 

 
Fig. 8: Detection of Persons in Test Image. 

 

 
Fig. 9: Detection of Cow in Test Image. 

 

 
Fig. 10: Detection of Aero Plane in Test Image. 

 

 
Fig. 11: Detection of Monitor and Persons in Test Video. 

 

 
Fig. 12: Detection of Monitor and Persons in Test Video. 

 

 
Fig. 13: Detection of Persons in Test Video. 

 
Table 1: Object Classification on Images 

Results Test Images 
Objects with known 
classes (%) 

Objects with un- known 
classes (%) 

Objects with known 

classes 

 

88 

 

12 
Objects with un- 

known classes 

 

7 

 

93 

 

The table.1 shows the object classification in images. In object de-

tection and classification by HOG and SVM algorithms 88% accu-

racy on objects with known classes and 12% false positives occurs. 

Similarly in the case of unknown classes we have 93% accuracy on 

objects with unknown classes 7% false positives occur. 
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Table 2: Object Classification on Real Time Videos 

Parameters Video 1 Video 2 Video 3 

Total no. of objects 49 53 75 
No. of Detected objects 42 43 65 

Accuracy of classification 

(%) 
85 81 86 

7. Conclusion 

The “object detection and classification” is done with HOG and 

SVM algorithm. The results are obtained for the classification of 

objects for both test image and test video inputs. From the results a 

good level of accuracy up to 88 percent is achieved in “object de-

tection and classification” for test images and on the other hand 

85percent accuracy is obtained for test video. In testing videos the 

classification accuracy is good for moving objects are classified 

correctly. The accuracy level in detecting the objects is more for 

test images then compared to the test video. The level accuracy 

level can be improved by choosing training images more taken in 

the trained model. 
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