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Abstract 
 

Data extraction, data processing, pattern mining and clustering are the important features in data mining. The extraction of data and for-

mation of interesting patterns from huge datasets can be used in prediction and decision making for further analysis. This improves, the 

need for efficient and effective analysis methods to make use of this data. Clustering is one important technique in data mining. In clus-

tering a set of items are divided into several clusters where inter-cluster similarity is minimized and intra-cluster similarity is maximized. 

Clustering techniques are easy to identify of class in large databases. However, the application to large databases rises the following re-

quirements for clustering techniques: minimal requirements of domain knowledge to determine the input specifications, invention of 

clusters with absolute shape & certainty of large databases.. The existing clustering techniques offer no solution to the combination of 

requirements. The proposed clustering technique DBSCAN using KNN relying on a density-based notion of clusters which is accom-

plished to discover clusters of arbitrary shape. 
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1. Introduction 

Processing of huge data is very complicated task in the present 

world. Many users want to store or represent the huge information 

as data. The important task of the data is to divide or classify the 

facts into a set of groups. Clustering is the approach in data min-

ing to identify the similar objects and make as one group. There 

are many issues in clusters to find the group of similar objects of 

data. In clustering similarity is most widely used to find the simi-

lar objects by using a similarity function. Clustering and classifi-

cation are the two techniques in data mining and there is a differ-

ence between these two. In this paper, proposed clustering tech-

nique DBSCAN using KNN relying on a density-based notion of 

clusters which is designed to discover clusters of arbitrary shape. 

The proposed system, increase the performance of the clustering 

and this reduces the computation time of the processing of data 

sets. 

 

In this paper, the proposed system is based on the notion of densi-

ty. If the clusters are increasing day by day the neighbor clusters 

are also increased some threshold. Every data point in the present 

cluster should contain at least the minimum number of points 

within. 

 

In clustering it is very important to know that the formation of 

similar data points as a cluster should be meaningful.The proposed 

density based clustering accepts the finding of arbitrary shape and 

no need of convex areas of data points that are more generated. 

Density based clustering does not need the number of clusters 

beforehand,but relies on a density-based notion of clusters such 

that for each point of a cluster the neighborhood of a given radius 

(ε) has to contain at least a minimum number of points (℘). How-

ever, finding the correct parameters for standard density based 

clustering [1] is more of an art than science. 

 

Various algorithms are there for clustering. Many of the clustering 

algorithms require that the quantity of groups is to be known pro-

ceeding the begin of clustering process others decide the clusters 

themselves as a rule Density-based clustering algorithms are free 

of earlier learning of a number of a clusters. Such algorithms 

might be helpful in circumstances where the quantity of cluster is 
to be resolved effortlessly before the begin of the algorithm. 

2. Related Work 

The performance of K-means clustering is shown in [2]. This is 

divided into two phases. In the first phase the basic controls and 

defined in the better way to generate the clusters with high accura-

cy. In the second phase the assigning of better data points to the 
clusters. 

To minimize the time complexity of the of k-means clustering 

techniques the uniform distribution of data points is explained in 

[3]. This approach is used to reduce the runtime and it generates 

the better quality of the cluster. To find the basic centroid a better 

method is adopted to this approach. One more method integrated 

in this approach is to calculate the distance between every data 
point.  

This is the approach used to reduce the number of iterations from 

k-mean algorithm and to improve the runtime and reduce the total 
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number of distance calculations [4]. The iteration method enhanc-

es the K-means clustering and starts with good point and select the 

points randomly. This will generate, the better cluster.  

It is a most efficient function to assign the data points to clusters. 

The traditional k-means algorithm calculates the distance between 

all the data points for each centroid and also the calculation time is 

also very expensive due to their iterations [5]. This approach will 

use two distance functions to improve the performance- one same 

as k-means algorithm and the other is to reduce the number of 

distance calculations. The issue in this approach is the basic cen-

troids are mentioned randomly, as implemented in k-means algo-

rithm. Thus we can say that for the final clusters there is no guar-
antee. 

To find the accurate and systemic centroids this method is pro-

posed [6]. The centroids formed by using this approach are con-

stant and data are distributed. This will generate the efficient and 

accurate clusters compare with traditional k-means algorithm. This 

method not adopted any method for improving the time complexi-

ty of the k-means algorithm. 

 

3. KNN: 

 
In data mining, classification and regression are two non-

parametric metrics in the k-nearest neighbor algorithm (k-NN) 

using pattern recognition. At this time the dataset consists of the 

k-nearest training samples. In this paper, the K-NN is used for 

classification.  

 

• K-NN is meant for classification and the output is classed mem-

bership. This classification is done on objects based on the huge 

voting of its similarities. Based on the values assigned in k nearest 

neighbors for example, if k=1, the item is integrated with the sin-

gle nearest neighbor.  

 

 The property value of the object output in K-NN regression. For 

the k nearest neighbors the value is average of all the values. 

 

The issues in the K-NN are time taking learning or case based 

learning where the capacity is just approximated locally and all 

calculation is conceded until order. The k-NN calculation is 

among the least complex of all machine learning calculations. 

 

In K-NN there are two methods, regression and classification. So 

that the closer neighbors contribute more to the normal than the 

more far off ones. For instance, a typical weighting plan comprises 

in giving each neighbor a weight of 1/s, where s is the separation 

to the neighbor.  

 

4. Proposed System 

 
The proposed clustering algorithm DBSCAN adopted with KNN 

based on density-based notion of clusters. The aim of the proposed 

work is to generate clusters of arbitrary shape. Finding the cluster 

is the biggest task with DBSCAN. This starts with arbitrary points 

and gets back all the density reachable points us to Eps and Min 

pts. If s is basic point this process gets the cluster. If s is the end 

point there are no points are dense-reachable from us and 

DBSCAN visits the other point of the database. Hence the global 

values are used for Eps and Min Pts, proposed algorithm joins the 

two clusters in as one in this case. The other two clusters are with 

different density and that is close. To calculate the distance we 

have two points’ p1 and p2 and initialize as  

 

dist (p1, px)= min {dist(x,y) p b q C$2}. These sets of points have 

the lowest density of the cluster and This will separate the cluster 

from each other based on the distance result between the two sets 

is larger than Eps. Higher values of Min points for detecting the 

clusters by using DBSCAN. Thus, we can say that there is no 

drawback to the DBSCAN which gets the name as efficient algo-

rithm.  

 

5. DBSCAN: Density Based Clustering: 

 
 The other name of the DBSCAN is density-based algo-

rithm. 

 There are two points in this minimum point (Min Pts) 

and epsilon (Eps). The arbitrary entry point is the start-
ing point. This will 

 Finds the nearest points within the distance of Eps of the 

entry point. 

 To form a cluster the no. Of nearest points are higher 

than or same to Min Pts. All the entry points and its 

nearest points are merged to this cluster and the entry 

point is marked as checked. 

 The noise is identified based on the no of nearest points 

is then Min pts. 

 Thus the algorithm proceeds for the next looping for 
finding the unchecked points in the data sets.  

6. DBSCAN Algorithm 

1. A Graph is created for the points to be clustered. 

2. Create an edge for each core-point c to every point in 

the -nearest of c. 

3. Set N to the points of the graph. 

4. If N does not have any basic points terminate. 

5. Select a basic point in N. 

6. Let A be the no of nodes that can be reached from s to 
move forward. 

a. Create a cluster containing X∪∪ {s} 

b. N=N/(A ∪∪ {s}) 

7. Continue with step 4 

 

8. Min Pts: Minimum number of points in any cluster 

9. ϵϵ: For each point in the cluster there must be another 

point in its less than this distance away. 

10. -Neighbourhood:Points within  distance of appoint 

11. N ϵϵ(p) :{q belongs to D |dist(p,q) <=ϵϵ) 

12. Core point: ϵϵNeighbourhood dense enough (Min Pts) 

13. Conditions: p belongs to N ϵϵ(q) 

|Nϵϵ(q)| > = Min Pts 

 

7. Comparison 
 

The main features of the proposed algorithm are as follows. Table 

1 shows the comparison between existing system RDBC and pro-

posed system DBSCAN with K-NN is implemented in R pro-
gramming . 
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 Given parameters. 

 Algorithm supports all the data types. 

 Clusters shape. 

 It solves the noise issues. 

 Results of clustering. 

 

The clustering research is done on three datasets iris, cancer, and 

synthetic shows the comparison between existing system and pro-

posed systems. They are compatible to handle arbitrary shaped 

collections of points. Artificial data sets were generated from a 

multivariate normal distribution, whose mean vector and variance 

of each variable. The Iris flower data set is also a multivariate data 

set introduced by Sir Ronald Aylmer Fisher. Iris dataset is often 

referenced in the field of pattern recognition. The same data sets 

are given as input to the standard RDBC algorithm and the 

DBSCAN with KNN algorithm. The percentage accuracy and the 

time taken for each data set are computed and the values are tabu-
lated.  

Table 1: Comparison table for RDBC and proposed system on various 

data sets 

Data 

Sets 

RDBC  Proposed System  

Time Re-

quired (in 

sec) 

Accuracy 

Time 

Required 

(in sec) 

Accuracy 

Iris 0.7865 77% 0.2432 83.1% 

Cancer 0.8765 79.7% 0.5435 91.6% 

Synthetic 0.872 71.5% 0.675 87.4% 

 

 

Figure 1: Comparison chart for above table 

8. Conclusion 

 
In this paper, the proposed system shows the performance of exist-

ing system RDBC and proposed DBSCAN with K-NN. The pro-

posed system starts calculation form arbitrary point and find out 

the accurate nearest cluster points then well-known algorithm 

RDBC. For RDBC it has got the constant values of ε and Min Pts 

and it leads to one, for huge dataset it is not compatible. The pro-

posed DBSCAN with K-NN that attempts to solve the problem of 

huge clusters by varying ε and Min Pts whenever required. 
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