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Abstract 
 
Improving the yield as well as the perform of subspace clustering is one of the less-investigated topics in high-dimensional data. After 
reviewing existing approaches, it seriously felt that there is a need for classification of data points retrieved from a different number of 
subspace. The proposed study has presented a novel framework that targets to improve the accuracy of subspace clustering by addressing 
the problem associated with the exist of occlusion noise and dimensional complexity. An analytical approach as been proposed to design 

this framework with more emphasis on outlier minimization followed by obtaining optimal clusters. The technique also introduces a 
simple search optimization method, which is less iterative and is more productive for identifying the élite outcomes in each iterative step. 
The study outcome shows superior accuracy with a low rate of error when compared with the conventional approach. 
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1. Introduction 

The emergence of high-dimensional data may observe in most of 
the trending domains that pose issues over techniques of data min-
ing for throughput and effectiveness. As the reason of sparsity 
continuously increases in this data type, accommodating clusters 
is a demanding task [1]. The approaches of cluster ensembling are 
acquiring the massive amount of attention due to its usefulness in 
applications such as bioinformatics, data mining techniques and 

pattern identification. 
In comparison with the conventional approaches towards cluster-
ing, the cluster ensembling method enables the integrate of many 
clustering solutions attained via various sources of data and joined 
into a unified solution to ultimately give a stabilized robust out-
come [2]. The application point of view of high-dimensional data 
is not constrained to one single field, such as face images is a set 
of high-dimensional data as the pixel number is typically large and 

the image set for a given face lies about in a linear subspace of 9-
dimensions [3]. Other application areas include the image segmen-
tation and representation, disease detection, computer vision, un-
supervised learning and motion segmentation [4]. 
Another example of high-dimensional data occurrence is in the 
scenario wherein the technology of DNA microarray produces 
enormous amounts of data involving probes of micrometer scale 
dimension. In the process of analyzing text files, the dimension 
number can be equated to the vector of word-frequency [5]. High-

dimensional spaces have peculiar characteristics essential for clus-
tering. Clustering is a tool to analyze the data aiming to bind data 
into multiple homogenous groups [6]. The primary task in data 
mining and data analysis of high-dimensional data is data cluster-
ing. It targets to uncover the structure, which is latently inherent in 
the data set and is applicable for domains such as image pro-
cessing, bioinformatics, pattern recognition [7].  
Most often, high-dimensional data reside in the low-dimensional 

structure rather than being uniformly distributed over the ambient 

space provision. The issue of data separation depending on sub-
spaces, which are underlying and encounter multiple applications 
in the field of computer vision, image processing, temporal video 
segmentation and motion segmentation. As data is distributed 
arbitrarily in a subspace and there are no surrounding centroids, 
the methods of standard clustering take the benefit of spatial data 
proximity on individual clusters, which are not permissible in 

subspace clustering [8]. 
Subspace clustering is widely applicable for pattern identification 
and computer vision related applications.It is an extremely chal-
lenging role to know that how subspace structures of low-
dimensional data exist in the high-dimensional data in the pres-
ence of complex noise.The statistical structures of complex noise 
are highly complicated and are not included in the group of La-
place or Gaussian noise. It is a technique used to perform the seg-

mentation operation on the high-dimensional data that are taken 
up from many subspaces union. 
Subspace clustering initiates the task of finding a subspace be-
longing to the low-dimensional class in which the data from the 
individual groups can simultaneously accommodate its subspace 
structure. The classifications of subspace clustering methods are 
algebraic methodologies, iterative methods, spectral clustering 
derived methods and statistical technique of clustering [9]. An 

extension to the conventional method of clustering is the subspace 
clustering technique. Apart from this, another reason due to which 
the struggle for the high-dimensional data continues is the dimen-
sionality curse. In a dataset as the number of dimensions tends to 
increase, measuring distances, in this case, would be pointless. 
Hence, an algorithm that can satisfy the need of high-dimensional 
datasets with the increasing number of sets is required. This man-
uscript presents one such solution. Section 2 discusses the existing 
literature where different techniques are discussed for detection 

schemes used in power transmission lines followed by the discus-
sion of research problems and proposed solution Section 2. Sec-
tion 3 presents algorithm implementation followed by the discus-
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sion of result analysis in Section 4. Finally, the conclusive re-
marks are provided in Section 5 

2. Background 

The study of Yu et al. [10] introduced a framework named Adap-
tive Semi-Supervised Clustering Ensemble (A-RSEMICE) to sup-

port high dimensional clustering. Li and Vidal [11] proposed an 
optimization framework of Structured Sparse plus Structure Low-
Rank (S3LR) to cluster and complete the data withdrawn from the 
subspace of low-dimensional union. Kim et al. [12] proposed a 
representation for subspace as an elastic-net, a new kind of the 
scheme that would imply the use of singular values of elastic-net 
regularization.Tang et al. [13] used the search method of k Nearest 
Neighbors (k-NN) algorithms, being important regarding the im-

plementation of machine learning and computer vision applica-
tions.  
Khachatryan et al. [14] showed the significant improvement in the 
self-tuning technique by initializing the configuration. Further to 
enhance the robustness and accuracy factor in self-tuning the clus-
ters of dense subspaces were proposed in data projections. Peng et 
al. [15] proposed an Inductive spectral clustering algorithm named 
inductive SSC (iSSC) which allows Sparse Subspace Clustering 

(SSC) to cluster data out. Jing et al. [16] studied the Dictionary 
Learning (DL) technique to recognize the low-dimensional sub-
space representation acquired from high-dimensional data.  
Chen et al. [17] solved the issue of high-dimensional data cluster-
ing by the method of project clustering in data space having sub-
sets of dimensions. Aldroubi and Sekmen [18] proposed an algo-
rithm for representing high-dimensional data from a subgroup 
achieved from a low-dimension union. Hou et al. [19] studied the 

problem of clustering in data mining and solved it by the method 
of joint dimensionality and clustering. Muja and Lowe [20] pro-
posed an improvised version of nearest neighbor algorithms. El-
hamifar and Vidal [21] suggested and studied the algorithm named 
Sparse Subspace Clustering (SSC) to set up the data point cluster-
ing process 
Feldman et al. [22] used the technique of projective clustering and 
k-means algorithms to handle high-dimensional data. Wang et al. 
[23] propose a novel algorithm for k-means approximation to 

decrease the computational integrity of the system. Dezeure et al. 
[24] reviewed the dimensional interferences techniques for esti-
mating the general linear scheme. Dyer et al. [25] introduced a 
greedy method to recover the sparse signal called as Orthogonal 
Matching Pursuit (OMP). Nie et al. [26] proposed a new model 
that is capable of learning the similarity between the matrix and 
structure of cluster simultaneously. The study of Song et al. [27] 
involved the estimation of efficiency and effectiveness using the 

FAST algorithm. It incorporates the fast choice of features based 
on clustering. Tang et al. [28] addresses the issue of clustering in 
high-dimensional data. With an aid of an independent dataset for 
training, the following work has accomplished an efficient cluster-
ing mechanism.  
The study has also considered a problem formulation of subspace 
clustering with a secondary target to lower the overhead while 
processing high-dimensional data. Hence, it can be seen that there 

are diverse direction of the work being carried out towards ad-
dressing the problems of subspace clustering. Each study has their 
own advantage point about the problem statement.  
This trend of the existing research work exhibits that there is still a 
scope of significant improvement while performing subspace clus-
tering on high dimensional data. the next section highlights the 
research problems that has been extracted after reviewing existing 
techniques.  

a) Research Problem 
The significant research problems are as follows: 

 Existing studies toward subspace clustering doesn't empha-

size on the dimensional factor of the data points that ad-
versely affect the outcome with non-scalability. 

 Non-inclusion of occlusion noise is another problem that 
has been identified in the existing system without which the 

robustness is quite challenging to decide. 

 Outliers and their possible effect in the subspace clustering 
is a significant problem in high dimensional data that will 

pose the challenge of false positives. 

 Uses of the computational cost-effective technique are quite 

a few to find in the existing system where accuracy is ob-
tained at the cost of computational complexity. 

Therefore, the problem statement of the proposed study can be 
stated as “Designing a cost-effective methodology for performing 
subspace clustering in the presence of critical issues and error-
prone environment poses to degrade data quality in high-
dimensional data." 

b) Proposed Solution 

The proposed system is in continuation of our prior research work 
[29] [30]. The present research work emphasizes on improving the 
accuracy factor while performing subspace clustering for high-
dimensional data. The proposed system applies the analytical 
methodology to implement this mechanism.  
 

 
Fig. 1: Proposed Subspace Clustering Methodology. 

 
The architecture presented in Figure. 1 follows the top-down ap-

proach where the discrete data points are extracted from given 
high dimensional data. This process leads to consideration of three 
sub-process i.e.dimensions for ambient subspace, the threshold for 
inliers, and dimensions for sub-spaces to be subjected to proposed 
algorithm. The proposed system constructs an algorithm that per-
forms the computation of the outliers to ensure that more accuracy 
in the clustering process is ensured at the end. It is also followed 
by using a search optimization technique for obtaining best clus-
ters that are required to offer better outcomes while performing 

clustering. The proposed solution also considers investigating the 
framework in the presence of occlusion noise to analyze its effec-
tiveness. Further enhancement of the proposed system is still car-
ried out by ensuring that the algorithm doesn't have any form of 
missed entries during the clustering process for the given high 
dimensional data.  

3. Algorithm implementation 

The complete design principle of the proposed algorithm depends 
on how accurate it can compute the outliers when it attempts per-
forming the subspace clustering. At the same time, it also focuses 
on obtaining precise information about the superior clusters while 
performing subspace clustering. This section briefs the algorithm. 
The algorithm also deals in introducing a learning-based approach 

that further enriches the characteristics of the superior clusters.  
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Algorithm for Estimating Outliers 
The prime role of this algorithm is to precisely estimate the num-
ber of outliers being present in clusters of high dimensional data. 
This operation mainly intends to enrich the quality of the infor-
mation being retained in clusters. The input to the algorithms is η 
(subspace cardinality), δ (dimension of subspace to be estimated), 
α (Data points), and c (threshold) that leads to the generation of Ω 
(estimated outlier) as an output. 

 
Table 1: Algorithm for Estimating Outliers 

Input: α, δ, η, c 

Output: Ω 

Start 

1) Init α, δ, η, c 

2) For (i=1: η) 

3) If (size(Ω)<4) 

4) For (j=1:i-1) 

5) H=I(α)-β2  

6) d=∑ (H.α)2 

7) End 

8) dmin =argmin(d)[v, o]sort(dmin) 

9) Ωorder(1:4) 

10) End 

End 

 
The initial step of the above algorithm performs computation of 
the sizes of the matrix that stores the significant data points and 
the technique constructs a matrix of size K x M. For a given set of 

real-time data, there is a possibility of infinite number of noises as 
well as outliers, which is quite computationally challenging to 
measure. Therefore, for the ease of computing, we consider the 
presence of outlier attribute within the range of [1 N], where N is a 
positive integer. The process also constructs a three dimensional 
matrix β where each dimensions of this matrix corresponds with δ, 
K, and some random test value. After this multi-dimensional ma-
trix is formed, the algorithm proceeds to perform a check for pres-

ence of outliers. The best way to perform this checking for cost-
effective computational operation is to use a certain limiting factor 
n.This operation is implemented by comparing the empirical value 
of outliers with specific limiting factor. We have considered the 
limiting factor as 4 hypothetically that can be altered. The algo-
rithm then performs an iterative operation to assess the presence of 
significant sub-spaces bearing potential information. This opera-
tion assists in estimating the matrix H that offers more insight to 
the trend of the data in three dimensional matrix β. 

 The computation of the new matrix H is carried out by multiply-
ing I with β2 where β2 represents dot product of β and β-1. The 
matrix I represents an identity matrix. This operation leads to dis-
closure of significant information within the high-dimensional 
data thereby narrowing the search process towards the specific 
amount of outliers that could be present in a scattered formed in 
the entire clusters. To further optimize the search process compu-
tationally, the proposed system makes use of priorly computed 

matrix H along with the data points for better exploration towards 
outliers. Finally, the algorithm also computes the distance factor 
that is involved in every iterative steps of the outlier exploration 
process in high dimensional data using the matrix dmin. Further, 
the algorithm performs sorting operation of the dmin obtained. In 
the final step of algorithm implementation, the proposed system 
performs computation of the outliers that is retained in a new ma-
trix Ω. The significant contribution of this algorithm is that, it 

performs dual task in parallel. The first task is primarily related to 
outlier computation while the secondary task is to minimize the 
entropy error to highest feasible extent. This occurrence of dual-
task processing results in cost-effective algorithm implementation 
with an optimal enhancement to the accuracy of extracting the 
outlier information optimizing the process of subspace clustering. 
Algorithm for Selection of best Cluster in Subspace 
The successful implementation of the prior algorithm results ob-

taining precise information of outliers that assists to identify the 
quality information of clusters while performing subspace cluster-
ing. This operation results in large number of potential clusters 

where it is essential to select the best out of them for computation-
al efficiency. This algorithm is mainly a continuation of the prior 
algorithm where the present focus is mainly emphasized on selec-
tion of the best cluster. The algorithm is executed by considering 
feed of δ1 (dimension of subspace), δ2 (dimension of ambient sub-
space), λ (number of point in each group), η (number of clusters), 
c (threshold for inliers), and α (data point) that after processing 
results in ec (elite cluster). The significant steps of the algorithm 

are shown in the Table 2. 
 

 
 
As this algorithm is more inclined towards exploring the best clus-
ter, consideration of the dimensional attributes plays a critical role. 
The execution of this algorithm begins by initialization of the 
subspace dimensions along with dimensional attribute relating to 

ambient space. The initialization steps also consider data points 
and threshold for inliers. The proposed system constructs a label 
matrix μ that is utilized for organizing the data points where the 
process performs transformation operation to obtain a single vari-
able from multiple variables. This phenomenon is strategically 
formed in order to narrow down the search optimization process 
on subspace clustering with challenges existing on high dimen-
sional data. The proposed algorithm considers that the empirical 

value of label μ is nearly equivalent to cumulative clusters ob-
tained from the prior implementation of algorithm. For better 
study formulation, the value of threshold for inliers is considered 
to be residing with probability limit of [0-1]. Once the computa-
tion of the outlier is over in the first algorithm, the obtained value 
of the outlier is subjected to present an algorithm for extracting the 
information associated with the subspace parameter η. The algo-
rithm further performs processing in order to extract the value of 

an efficient map of cluster i.e. em. For obtaining enhanced order 
of subspaces, the proposed system uses a method em that performs 
significant permutation of the label matrix μ. A simplified process 
of obtaining matrix using squared cost-based approach is per-
formed in order to construct the method more effectively.  
Further, the system computes the cost involved in both assignment 
operation so that overall computational cost involved in the pro-
cess can be significantly minimized considering all the probability 

of the data points that are existing within the obtained subspaces. 
This operation ultimately results in highly enhanced form of the 
subspaces that further upgrades the information retained in high 
dimensional data. Although, the clustering operation is carried out 
in effective rate of computation, there are also chances that certain 
extracted data of cluster may be skipped owing to random iterative 
process in different domains of high dimensional data. This prob-
lem is addressed by estimating the possible missing rate during 
subspace clustering and inclusion of this step would rather incor-

porate more accuracy of obtaining better clusters. The label matrix 
μ is utilized for this reason and these results in estimation of miss-
ing rate i.e. σ- obtained during subspace clustering process in itera-
tive manner. This process finally performs estimation of accuracy 
σ+ that is required to infer the quality of the obtained clusters at 
the end.  
The distinct contribution of the proposed algorithm is its utiliza-
tion of search optimization technique that narrow downs the 

search process during subspace clustering in order to finally ex-
tract the ultimate clusters from the complex high dimensional data. 
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Another unique property of the proposed algorithm is its faster 
computation time irrespective of the increasing data points present 
in high-dimensional data. This results in minimization of the en-
tropy error from every generated cluster during the extraction of 
the best cluster process and hence results in superior version of the 
cluster. The final contribution of the proposed algorithm is that 
complete process of extracting best cluster doesn't have any form 
of memory dependencies as proposed optimization stages per-

forms disposal of the memory once iteration step is incremented. 
Hence, using same memory size, the computational efficiency can 
be obtained in the process of subspace clustering.  

4. Performance 

This section outlines the outcomes obtained after implementing 

the algorithms discussed in prior section. As the proposed system 
focuses on subspace clustering of high-dimensional data; signal-
based data repository for testifying the algorithm is considered. 
The analysis is carried out considering the image database which 
is characterized by 16,128 significant images with multiple com-
plex states of illumination. The performance parameter considered 
to assess the effectiveness of the proposed system is clustering 
accuracy and error rate, where the results are captured for different 

states of occlusion. The study outcome of the proposed system is 
compared with the most related work presented by Song et al. [31] 
who have performed Sparse Subspace Clustering (SSC) using 
Hilbert space. The study outcome of proposed system has been 
also compared with out prior model RMSC [32]. The performance 
Analysis of the existing algorithms RMSC, SSC and proposed 
algorithm SBCS is shown in Fig. 2 & 3.  
 

 
Fig. 2: Clustering Accuracy in the Absence of Occlusion. 

 

 
Fig. 3: Clustering Accuracy in the Presence of Occlusion. 

 
Fig. 2 and Fig. 3 highlight the performance of clustering accuracy 
concerning occlusion. Although the trend of clustering accuracy 
diminishes with increase of subjects during the analysis, the out-

come shows that proposed system offers comparatively more clus-
tering accuracy as compared to the approach of Song et al. [31]. 
An interesting observation, in this case, is that irrespective of any 
proportion of occlusion level proposed system offers better sus-
tainability against the noise level too. The approach presented by 

Song et al. [31] uses multiple steps of classification with an assis-
tance of joint coding approach. This mechanism increases accura-
cy only in the absence of occlusion; however, when the occlusion 
is increased slowly, there is sharp fall of accuracy observed in 
Song et al. [31] work. On the other hand, the proposed system has 
focused on outlier minimization in the preliminary stage itself 
leading to increased accuracy. 
 

 
Fig. 4: Analysis of Error Rate in the Absence of Occlusion. 

 

 
Fig. 5: Analysis of Error Rate in the Presence of Occlusion. 

 
Fig. 4 and Fig. 5 present analysis of the error rate which shows the 
consistency of the proposed system towards error rate perfor-
mance to be lower than the existing system of Song et al. [31]. 
The approach of Song et al. [32] have presented unsupervised 

classification approach with prime intension is to extract the hid-
den structure of cluster. However, it doesn't emphasize on accura-
cy parameters much whereas the proposed system mainly presents 
a set of an algorithm which is explicitly capable of addressing the 
non-Gaussian noise along with more emphasis on identification of 
outliers followed by computation of inliers. This process results in 
an efficient error recovery methodology which is highly suitable 
for high-dimensional data.  
 

Table 1: Summary of Time Complexity Analysis 

  Processing Time 

SSC 0.8766 

RMSC 0.991 

SBSC 0.115 

 
It can be seen that proposed system offers approximately 76% and 
87%of improvement in processing time in comparison to existing 
RMSC and SSC. Hence, the proposed system of SBSC takes ap-
proximately 85% comparatively lower algorithm processing time 
to offer a faster response in contrast to the existing technique of 
subspace clustering.  

5. Conclusion 

Subspace clustering is one of the essential operations that enhance 
the quality of the information present in high-dimensional data. 



2714 International Journal of Engineering & Technology 

 
However, the massiveness and vulnerability of such data towards 
errors and noise are so high that the result of applying analytical 
operation significantly fails. Therefore, subspace clustering offers 
better solution towards this process. We reviewed the existing 
system to find that there is still a large scope for improvement as 
problems associated with subspace clustering is not yet solved. 
Therefore, the proposed system offers a discussion of a novel 
framework with core intention of enhancing the operation of sub-

space clustering. The outcomes tested on multiple scenarios of 
noise and occlusion shows that proposed system yield better out-
come of accuracy in comparison to exiting subspace-clustering 
methodology.  
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