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Abstract 
 

Land forgery is predominant in India, the project aims to eliminate forgery activities while selling and buying the land with the guideline 

value. The money transaction made during the purchase of property majorly contributes to the black money problem in our country. To 

overcome this black money rotation and land forgery, both the Buyer and Seller has to register the land with their Aadhaar card to verify 

the genuineness of them. While verifying, if the system identifies any criminal cases filed against the buyer or seller or the land acquired 

by the seller is not authorized, it blocks the transaction. The process involves of document unique verification, legal activity verification 

and black money tracking, all the data are maintained in Hbase database and then integrated and stored in HDFS file storage. Map Reduce 

programming model is used to retrieve required information from big amount of data at a faster rate. If there are no such issues on the 

buyer and the seller. The overall transaction amount between the buyer and seller is finally referred to the Income Tax Department. If any 

illegal activity is detected in the transaction, the alert is sent to the Income Tax department and police officials so that the registration is 

blocked and black money rotation could be avoided. 
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1. Introduction 

At the time of purchasing land, from the original owner by a buyer 

an amount is estimated by the government called the Guideline 

Value. This Guideline value is calculated based on the zone in 

which the property is located. When purchasing the land, a sale 

agreement between the seller and buyer is laid out in detail men-

tioning particulars of the property. The sale agreement consists of 

the agreed cost, time span for actual sale and down payment. Black 

money comes into play when an excess illicit amount other than the 

agreed cost on sale agreement is paid to the seller. Black money is 

one of the major problems in our country because of the disparity 

between the guideline value and market price. The other important 

issue involved is the land forgery. A non-genuine owner selling the 

same piece of land to multiple buyers. This occurs as the documents 

submitted in the sub registrar department are not properly verified 

for their genuity. In some cases even the government properties are 

sold through forged documents, since the buyer fails to acquire the 

previous behaviours of the seller such as any criminal cases or other 

illegal activities. The current process of land registration does not 

provide a tangible transparency. In this system, the prevention of 

black money rotation and land forgery using big data analytics is 

focused. 

2. Existing system 

The traditional method of land registration doesn't involve any doc-

ument forgery detection. But there are different ways to perform 

document genuity verification by the managing authorities. If the 

officials involved in the process has any suspicion in the details pro-

vided in the particulars then they could perform a document check 

by performing cross-checks using databases and coordination with 

the judicial authorities. Since this type of authentication would re-

sult in the detection of the bogus documents and only the authenti-

cated documents will be allowed to proceed further. 

3. Overview of big data 

The term big data is being increasingly used almost everywhere Big 

Data is a term used to mean a massive volume consisting of 

both structured and unstructured data that is very large it is difficult 

to process using traditional database systems and software tech-

niques. In most enterprise situations the volume of data is very big, 

it moves too fast, or it exceeds current processing capacity. Big data 

primarily is analysing the present data and a result is acquired for 

prediction and other purposes. The term structured data usually re-

fers to data stored in a database and unstructured data term usually 

refers to data that doesn't reside in a traditional row-column data-

base. With the traditional processing methods, it is difficult to han-

dle very large amount and complex data, which comes from differ-

ent sources. Big data is often characterized by some specific attrib-

utes, in most big data terminologies; these are termed as the five 

V’s: volume, value, velocity, variety and veracity. Volume: Volume 

indicates the amount of data produced every second across all 

online channels, including all areas like social media platforms, mo-

bile devices, online transactions, etc. While the data is growing by 

leaps and bounds every minute, every day, it is impossible to store 

and analyze data using traditional database methods. Instead, or-

ganizations and companies have to shift to use distributed systems, 

http://creativecommons.org/licenses/by/3.0/
http://www.webopedia.com/TERM/S/structured_data.html
http://www.webopedia.com/TERM/D/data.html
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where logical parts of data is stored and brought together by soft-

ware for analysis. Value: Value often here refers to the worth of the 

data being extracted. Not all the data is made equal. In fact, having 

enormous amount of data need not always translate into having high 

value data. Velocity: Velocity indicates the speed at which new data 

is being generated, collected and analyzed, at any given time. The 

number of emails, social media posts, video clips, or even new text 

is being added everyday is in excess of several billion entries. And 

this is continuing to increase with lightning speed as tablets and 

mobile devices are gives us more access to add content online. As 

new data is added, it is always needed to be analyzed in real-time. 

Big data technology always provides the ability to instantly analyze 

the data generated. 

Variety: With increasing volume and velocity comes the variety. 

Variety refers the different types of data that we use. As the internet 

and technology is evolving, data quickly becomes obsolete. Often 

nowadays the data are not easily categorized into tables. Veracity: 

Veracity is often referred to as the quality or trustworthiness of the 

data you collect. Considering the accuracy of the data you collect 

and to analyze it is important. In this context, quality is always pre-

ferred over quantity. To focus on quality, it is important to set met-

rics around what type of data is collected and from what sources. 

 

 
Fig. 1: V is of Big Data. 

4. Hadoop overview 

The Hadoop Distributed File System (HDFS) is a distributed file 

system built to run on various platforms. It has various resem-

blances with existing distributed file systems, still hadoop has its 

own uniqueness. One of the important characteristics of HDFS is 

its fault tolerance and it is not an expensive system. It provides high 

throughput and is useful for applications that have large data sets. 

With HDFS a single cluster could be made to scale up to a thou-

sands of nodes. HDFS has the potential to work under various phys-

ical circumstances. It distributes storage and computation across 

many servers, this thus enables the combined storage resource to 

grow linearly with demand. 

HDFS has shown the production scalability, of data up to many 

petabytes, that level of quantity and quality of enterprise data is 

available in HDFS. Name node mainly controls the namespace of 

the file system and balances the client’s access to the desired files. 

It also performs the file system operations such like renaming, clos-

ing, and opening files and directories. Data node manages the read-

write operations on file systems, based on the client request. Along 

with this, it also enables operations such as block creation, deletion, 

and replication based on the instructions given by the name node. 

The file in a file system will be divided into one or more segments 

(files are the user data of HDFS) and stored in individual data nodes. 

These file segments are also referred as blocks.  

5. Hbase overview 

Hadoop database or HBase runs on the top of Hadoop and is a No 

Sql database. Hbase runs on the Hadoop Distributed File Sys-

tem/HDFS. It uses a key - value pair and also makes use of the Map 

Reduce for the profound analysis of the data to be retrieved. Thus 

with the use of HDFS and the Map and Reduce tasks the HBase is 

employed efficiently. This makes HBase a dynamic tool to process 

billions of records of data, each with number of rows and columns. 

Its potential are not only limited to processing billions of amounts 

of data but also to the extent of enabling many real time queries to 

be implemented within any given particular time precisely, all of 

this is done with the help of MapReduce task. HBase also allows 

the retrieval of the specific singular data and also for any number 

of batches of data available within a large dataset.  

 Row Key: Every row will have a specifically identifiable key 

called the row key. 

 Column Family: Column Family is the data aligned inside of 

the row; every row will have the exact number of column 

family. Now the HBase will store these column family in a 

database maintained by its own.  

 Column Qualifier: Column Qualifier is the columns de-

scribed by the column family.  

 Version: There are different modifiable types of columns 

called the version. Thus making it easier to access the record 

of a particular type. 

 

 
Fig. 2: Hbase Four-Dimensional Data Model. 

 

For any specific row to be accessed the particular row key has to be 

used, which could contain a single or more number of columns. To 

make access to an individual piece of data, its row key, column fam-

ily, column qualifier, and version has to be known. HBase data 

could be accessed in two ways: By making use of the row key or 

using map-reduce tasks. 

Therefore this possibility of the Hadoop database to acquire data 

access makes it a very approachable tool. HBase enables both the 

dynamic analysis and the on demand batch-by-batch analysis pos-

sible for processing. By allowing the row key and column family to 

be the key and value pair, it is attainable. 

 

 
Fig. 3: Hbase as A Key/Value Store. 

 

Each key will have a value related to it and this could be fetched by 

the Figure-3 shown above. This is made possible by providing the 

initial and final row key, or the table scan. Values contained in col-

umns cannot be queried in a real-time query, which leads to: row 

key design. The design of the row key is important for two reasons: 

 Table scans that operate not in favour of the row key, hence 

design of row key supervise how real-time access can be done 

against HBase. 

 Running HBase in a production environment, enables to run 

it on top of HDFS also data is however distributed across 

HDFS according to row key. To administer the row key to 

different deployments it has to be unique. 
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Therefore the order by which row keys are allocated is important to 

acquire the row for further access. In HBase, when data are stored 

on single user basis, then the alternate approach is to rank the fact 

that row keys are a eventually stored as byte array.  

 

 
Fig. 4: Graph Showing Comparison of Hbase and Mysql Database Latency. 

 

The above graph shows that the time of retrieval of data from hbase 

is much faster than mysql for huge data sets. 

6. Implementation of hadoop using H base 

The primary underlying task of Hadoop is to analyze the data and 

then to process those data which is easier to retrieve. Hadoop di-

vides the work into two steps:  

 Map: An initial input step and transformation step, in which 

individual input records can be processed in parallel. 

 Reduce: An aggregation step or the summarization step, in 

which all associated records is processed together by a single 

entity. 

 

 
Fig. 5: Hadoop Map Reduce Process. 

 

1) Hadoop splits the analysis data into logical chunks using as 

an Input Format. 

2) Each logical chunk is to be sent to a MapReduce process in 

the form of value mapped to a key. 

3) Each key/value pair is then sent to the map process and the 

map process generates a new key/value pair. 

4)  Hadoop then performs a shuffle and sort operation, to group 

all mapped keys together. A new key/value pair is now will 

be sent to the reduce process, which generates another 

key/value pair.  

5) Finally, all key/value pairs generated by the reduce process 

are written to a database, such as a HBase table. 

The first step is that the application has to gain access to all the Page 

Views table. For a connecting to the Page Views table in HBase can 

be done in one of the two ways: 

1) Create an HTable instance. 

2) Use a connection pool. 

Methods used for operations in database: 

 To Get an object instance from the database, Create a Get ob-

ject and pass it to the HTableInterface get () method. 

 To Put an object instance into the database, Create a Put ob-

ject and pass it to the HTableInterface put () method. 

 To Delete an object instance from the database, Create a De-

lete object and pass it to the HTableInstance delete() method. 

 To Scan the database for rows within start and end row val-

ues, Create a Scan object and pass it to the HTableInstance 

getScanner() method. 

For insertion of data: The put() method creates a new Put object, 

passing it the row key. all objects are stored as an array of 

bytes, then to convert the row key String value to a byte[]. We can 

do that with the Bytes.to Bytes() method. The constructor for 

the Put objects requires the row key, but then need to add our fields. 

Then column family has to be created with column qualifiers. Then 

column family, column qualifiers and associated values are to be 

converted to byte arrays then add them to the Put object using 

the add() method. Finally, by calling the HTableInter-

face put()method with the Put object to insert the record in the da-

tabase. 

For retrieval of data: The get() method creates a Get object, passing 

it a byte array representation of the row key, and then executes 

the HTableInterface get() method, passing it our Get instance. This 

method will return a Result instance that can be used to retrieve the 

values that are needed. Also it is possible to pass the Re-

sultclass getValue() method, desired the column family and the col-

umn qualifier, as byte arrays, and it will return byte array that will 

contain the requested value. 

For deletion: The delete() method is the simplest: It will create 

a Delete object with a byte array format of the row key to delete, 

and then it implements the HTableInterface delete() method. 

For scan: The scan() method is the most complex method. In Hbase 

no query is used but can retrieve all records between two row keys. 

Firstly create a Scan object, and then pass it to the start and end row 

keys (as byte arrays). Then pass this Scan object to the HTableIn-

terface getScanner()method, which returns a ResultScanner. Then 

it is necessary to iterate over the ResultScanner and handle the re-

sults just as we handle the Result in the get() method. 

7. Proposed model 

 
Fig. 6: Overall Block Diagram. 

7.1. Buyer and seller registration 

The buyer and seller involved in the land registration process is al-

lowed to register and upload all the relevant land related documents 

along with the seller and buyer’s identification. The identification 

will be the aadhar card held by them. These documents are uploaded 

in the registrar office of the particular area and the user credentials 

basically includes the address proof of the buyer and seller, encum-

brance certificate to ensure that the seller has a complete ownership 

over the land without any legal liability, the details about the total 

square feet of the land, the draft agreement (including purchasing 
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cost) made according to the guide line value of that particular zone. 

All these particulars are enrolled in the presence of the registrar in 

the registrar office and once this enrollment is done, the softcopy of 

these documents are stored and maintained in the databases. These 

documents are further used and sent to various managing authorities 

in the distinct departments to verify the genuity of the buyer and 

seller. 

 

 
Fig. 7: Bar Graph Indicating the Difference in Range of Data for the Adhaar 

Holders, FIR Cases and Land Registered People Databases. 

 

The above graph shows that number of people having the adhaar 

card is more than those people who have fir case lodged on them 

and the number of people who are involved in land registration. 

7.2. Document genuity verification 

The buyer and seller's details are sent to the corporation depart-

ment's server where the document genuity verification of both of 

these parties begins. The corporation department of the state gov-

ernment will cross check the birth certificate of the proprietor of the 

land, if the property is transferred to the present proprietor from a 

previous proprietor, then the previous proprietor's birth and death 

certificates are verified. It also examines the legal status of the doc-

ument by comparing encumbrance certificate and legal heir of the 

original owner. Since the corporation department has large volumes 

of records of the people, to fetch the details of the buyer and seller 

could be very complex. So to carry out this process of fetching rec-

ords big data analytics is used, with the help of map reduce the par-

ticulars of the buyer and seller are retrieved. During inspection of 

the documents if the corporation department identifies any illegiti-

mate activity of the buyer or seller, then they will block the land 

registration process. Further process will be proceeded only if the 

lawbreaker reports to the registrar and provides obligatory acknowl-

edgement. Otherwise if the documents are established to be bona 

fide then these are redirected to the police department. 

7.3. Legal activity verification 

In the police department, the legal activity verification of the buyer 

and seller's previous behaviour and crime activities are analyzed by 

the law enforcement authorities by comparing the records with the 

police station. The police officials will maintain the database of all 

criminals who has First Information Report filed on them. This da-

tabase will have personal details of the criminals including their 

aadhar number, name, residence, age and the type of crime commit-

ted by them. Using map reduce the police officials will cross check 

in their databases if there are any First Information Report cases 

filed on both the parties to know information about any criminal 

offence done by them in the past. This process is done by choosing 

the aadhar number of the buyer and seller and searching for it in the 

database held by the police department, if any match is found with 

the FIR then the land registration process will be blocked by the 

managing authorities in the police department. However if there are 

no such criminal activity found on both the parties then approval 

for the further process will be granted by the police officials. 

 
Fig. 8: Dataflow Diagram. 

7.4. Black money tracking 

Buyers are purchasing the land by paying white money towards 

guide line value and balance money is paid through black money to 

the seller. This black money is unaccounted money transaction done 

in the banks. So in order to avoid this unaccounted money transac-

tion a digital cheque for the entire money specified in the draft 

agreement is given to the seller by the buyer. Because of this, all 

the money transaction will become white. Once the police officials 

grants permission for proceeding the land registration then, Income 

Tax department will scan all the land deeds to ensure that the pur-

chasing amount specified in the draft agreement is the same amount 

as mentioned in the digital cheque. If the Income Tax department 

finds any suspicious activity in this process then they have the right 

to block the land registration process. Otherwise if there are no such 

felonious behavior found in both buyer and seller, then with the IT 

department's consent the money transaction will be allowed based 

on digital cheque. No cash transaction is entertained here in the land 

registration process. As all the bank accounts are integrated with 

Aadhaar card and PAN card. Any amount transaction beyond cer-

tain value is immediately communicated to the Income tax server. 

Even after all the money transaction in the land registration process 

is completed, the IT department will keep under the observation 

both the buyer and seller's bank account details, to ensure no black 

money transaction is made in the future.  

8. Conclusion 

The proposed system ensures fraud free land registration. If any 

fraudulent act is found, it could be identified by using their aadhar 

card details of both seller and buyer. It also monitors the entire 

money transaction through aadhar number and if any illegal money 

transaction or unaccounted cash transaction is made the system will 

block the land registration process. The proposed system will also 

prevent cheating of dishonest owners who sell the same piece of 

land to multiple buyers. By this method the government properties 

cannot be sold through fabricated documents. Overall, the proposed 

system will provide transparency in the land registration process. 
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