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Abstract 
 

Flexible Alternating Current Transmission System devices (FACTS) are power electronic components. Their fast response offers potential 

benefits for power system stability enhancement and allows utilities to operate their transmission systems even closer to their physical 

limitations, more efficiently, with improved reliability, greater stability and security than traditional mechanical switching technology. The 

unified Power Flow Controller (UPFC) is the most comprehensive multivariable device among the FACTS controllers. According to high 

importance of power flow control in transmission lines, new controllers are designed based on the Elman Recurrent Neural Network 

(NEWELM) and Neural Inverse Model Control (NIMC) with adaptive control. The Main purpose of this paper is to design a controller 

which enables a power system to track reference signals precisely and to be robust in the presence of uncertainty of system parameters and 

disturbances. The performances of the proposed controllers (NEWELM and NIMC) are based neural adaptive control and simulated on a 

two-bus test system and compared with a conventional PI controller with decoupling (PI-D). The studies are performed based on well-

known software package MATLAB/Simulink tool box. 
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1. Introduction 

The industrialization and the growth of the population are the first 

factors for which the consumption of electrical energy increases 

regularly. In addition we live today in the era of electronics and 

informatics and any expenses are very sensitive to disturbances that 

occur on their supplies: a loss of power can cause the interruption 

of the different processes of the production; and in front of consum-

ers who are becoming more demanding in wanting more energy and 

best quality, enterprises of production of electrical energy must 

therefore ensure the regular supply of this request, and without in-

terruption, through a mesh network and interconnected in order to 

prove a reliability in their service; and increase the number of power 

plants, lines, transformers etc., which implies an increase of the cost 

and the degradation of the natural environment(L.Gyugyi,1994). 

The networks increased continuously and they become complex 

and more difficult to control. This system must drive in large quan-

tities of energy in the absence of control devices and sophisticated 

adequate, a lot of problems can occur on this network such as: the 

transit of the reactive power in excess in the lines, the hollow of 

voltage between different parts of the network…etc. and this fact 

the potential of the interconnection of the network will not operate 

properly. Up to the end of the eighties, the electrical networks were 

controlled by electromechanical devices having a response time of 

the more or less long, coils of inductance and capacitors switched 

by circuit breakers for the maintenance of the voltage and the man-

agement of the reagent (Praing and al, 2000). However, problems 

of wear as well as their slow action does not allow to operate these 

devices more than a few times a day, they are therefore difficult to 

use for a continuous control of the flow of power. Another tech-

nique of adjustment and control of reactive powers, tensions and 

transits of power using the power electronics has made its evidence.  

The solution of these problems happening by improving the control 

of electrical systems is already in place. It is necessary to equip 

these systems with a certain degree of flexibility allowing them to 

better adapt to the new requirements. The rapid development of the 

power electronics has had a considerable effect in the improvement 

of the conditions for the functioning of the electrical networks in 

the performance of the control of their settings by the introduction 

of control devices on the basis of components of Power Electronics 

very advanced (GTO, IGBT) known under the acronym FACTS: 

"flexible alternating current transmission systems"(Renz and al, 

1999; Gyeonggi and al 2008; Johal and al 2007). 

The contribution of this technology "FACTS" (Narain G. H .and al 

1999) for the companies of the electricity is to open new prospects 

for controlling the flow of power in networks and to increase the 

capacity used existing lines similar to extensions in the latter. The 

UPFC consists of two voltage-source inverters with fully switcha-

ble elements (GTO, IGBT) that are connected through a common 

continuous link (DC-link). One, connected in shunt, called STAT-

COM (Static compensator), and injects an almost sinusoidal current 

of adjustable magnitude. The second, connected in series, called 

SSSC (Static Series synchronous compensator) (Sen and al 1998; 

Mathur and al, 2002), injects in series an almost alternative voltage 

with an adjustable amplitude and phase angle in the transport line. 

Each inverter can swap the necessary reactive power locally, and 

produce the active power as a result of the serial injection of a 
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voltage. The basic function of the shunt inverter (Inverter 1) is to 

supply or absorb the active power requested by the serial inverter 

(Inverter 2) through the common DC connection. It can also pro-

duce or absorb reactive power as required and provide voltage sup-

port at the network connection point. 

 

 
Fig. 1: Basic Circuit Configuration of A UPFC. 

2. Modeling of a UPFC system 

The equivalent circuit of a UPFC system is shown in Fig. 2 where 

the series and shunt inverters are represented by voltage sources vc 

and vp respectively. The transmission line is modelled (Jagtab and 

al, 2010; Zhengyu and al 2000; Bouanane and al, 2013) as a series 

combination of resistance r and inductance L. The parameters rp 

and Lp represent the shunt transformer resistance and leakage in-

ductance respectively. The non-linearity’s caused by the switching 

of the semiconductor devices, transformer saturation and controller 

time delays are neglected in the equivalent circuit and it is assumed 

that the transmission system is symmetrical. The simplified circuit 

of the UPFC control and compensation system is shown in Figure 

2. 

 

 
Fig. 2: Equivalent Circuit of UPFC System. 

 

The modelling of this circuit is based on hypotheses simplifying. 

The dynamic equations of the UPFC are divided into three systems 

of equations. By performing PARK transformation, the current 

through the transmission line can be described by the following 

equations: 

 

                   (1) 

 

Similarly, the shunt inverter can be described by: 

 

               (2) 

 

By the use of power balance if one neglects the losses of the inverter 

it is possible to express the continuous voltage by: 

 

                       (3) 

 

The DC-link capacitor C must be selected to be large enough to 

minimize voltage transients. 

3. Controller design 

The control system of the UPFC consists of the shunt inverter with 

the control circuit (Papic and al, 1997; Hideak and al 1999; Kannan 

and al 2007), as well as the series inverter. First, we justify the pos-

sibility of separation of the two control circuits and similarly we are 

interested in the adjustment of the inverter for the additional voltage 

and more particularly to the setting of the active and reactive power 

transmitted. 

Then we will develop the different settings considered in this study 

and we will show the transient behaviour of the control circuits us-

ing a simulation of the regulators considered in the adjustment of 

the closed loop UPFC system in order to improve the performances 

in the case of active or reactive power change, (change one of the 

three parameters of the line). 

3.1. PI decoupling control (PI-D) 

The objective of using the UPFC system is to provide independent 

control of active P and reactive Q power flow in the system for fixed 

values of Vs and Vr. This can be achieved by properly controlling 

the series injected voltage of the UPFC. The voltage, current and 

power flow are related through the equations missing?  

The principle of this control strategy is to convert the measured 

three phase currents and voltages into d-q values and then to calcu-

late the current references and measured voltages as follow:  

 

P =
3

2
(vsdisd + vsqisq)                                                                (4) 

 

Q =
3

2
(vsdisq − vsqisd)                                                                (5) 

 

With ir𝐝 = isd + ipd and irq = isq + ipq  

 

id
∗ =  

2

3
(

p∗vsd−Q∗vsq

∆
)                                                                     (6) 

 

iq
∗ =  

2

3
(

p∗vsq−Q∗vsd

∆
)                                                                     (7) 

 

With: ∆= V2
sd + V2

sq                                                                 (8) 

 

According to the system of equations (1) or (2), one can have the 

system contains a coupling between the reactive and active current 

Id, Iq. The interaction between current caused by the coupling term 

(ω) Fig. 3. 

 

 
Fig. 3: Control Design with PI Corrector. 

 

To be able to lead to a reliable command of the system, it is indis-

pensable to proceed to a decoupling of the two components. The 

decoupling of two loops is obtained by subtracting the term (𝜔) 

through a reaction against. 
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 It is then conducted to a rule which provides a command with de-

coupling (PI-D) of the currents Id and Iq with a model which can be 

rewritten in the following form: 

 

{

disd

dt
= ω(1 − ε)isq −

r

L
isd  +

1

L 
 (vsd − vcd − vrd )

disq

dt
= ω(1 − ε)isq −

r

L
isd  +

1

L 
 (vsd − vcd − vrd )

                  (9) 

 

The design of the control system must begin with the selection of 

variables to adjust and then that of the control variables and their 

association with variables set. There are various adjustment tech-

niques well suited to the PI controller.  

The structure of the PI controller is represented by the first block 

diagram of Figure 4. 

 

 
Fig. 4: Adjustment Structure of the PI Type. 

 

In control, we obtain the following controller, depending on the 

damping coefficient  and the frequency  : 

 

                                                                        (10) 

 

There are two well-known empirical approaches proposed by Zieg-

ler and Tit for determining the optimal parameters of the PI control-

ler Table 1. 

 
Table 1: Optimal Parameters of the PI Controller. 

Type of regulator  Kp 

 

 

Ti Kd 

 

 
PI  0.45Kcr 0.83 Pcr 0 

 

The method Ziegler-Nichols (Ziegler and Nichols, 1942) used in 

the present article is based on a trial conducted in closed loop with 

a simple analogy proportional controller. The gain Kp of the regu-

lator is gradually increased until the stability limit, which is charac-

terized by a steady oscillation. Based on the results obtained, the 

parameters of the PI controller given by TABLE 2: 

 
Table 2: Parameters PI controller in our system 

Parameters   Ki 𝜔0 Kp  ξ 

Valeas  20.000 314.156 0.45 0.200 

 

3.1.1. Performance evaluation 

Simulation are performed with a Pentium-PC under 

MATLAB/Simulink software program. The transmission line and 

the UPFC (two inverters) system are implemented with Simulink 

blocks. 

For each of the control systems, a simulation model is created which 

includes the required PWM. The parameters of the simulation 

model are selected to be equal to the parameters of a laboratory 

UPFC model (Bouanane and al 2013), which are listed in TABLE 3. 

 
Table 3: The Parameters of the Laboratory UPFC Model 

Vt = 220 V 
Vs = 220 V V*dc = 280 V 

C = 2 mF 

Rp = 0.4 Ω 

Lp = 10 H 

R = 0.8 Ω 
L = 10 H 

3.1.2. Simulation results of system UPFC with PI decoupling 

control 

 

 
Fig. 5: Currents Waveforms Isa, Isb and Isc (A). 

 

 
(A) 

 
 

(B) 

 
 

(C) 

 
Fig. 6: Powers Responses Our System with PI-D: (A), at+30% of XL, (B), 

At XL and (C), at -30% of XL  

 

The test robustness is observed that the 0.4 s and 0.6 s moments 

cause an almost zero variation considered as a disturbance of active 

and reactive power Fig 6. Due to the interaction between the two 

powers. The control system has a fast-dynamical response and the 

same in DC voltage fig7. 
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Fig. 7: DC Voltage. 

 

 
Fig. 8: System Response in the Presence of External Disturbance. 

 

By introducing perturbation Fig. 8 duration of 25 ms and amplitude 

1.5 to test again stability of our system. As can be seen, the control-

ler (PI-D) rejected the external perturbation quite rapidly. 

3.2. Neural adaptive control 

Currently the adaptive control is of a great importance in the field 

of control. This command is dominant in systems that present un-

certainties, structural disturbances and changes in the environment. 

The main object of the adaptive control is the synthesis of the act of 

adaptation, for the automatic adjustment in real time of the regula-

tors of the control loops in order to achieve or maintain certain level 

of performance when the parameters of the process to order are dif-

ficult to determine or vary with time. The interest of the adaptive 

control appears mainly at the level of disturbance parametric, that 

is to say are acting on the characteristics of the process to order, 

disturbance, act on the variables to regulate or to order. The interest 

of the adaptive control appears mainly at the level of disturbance 

parametric, that is to say are acting on the characteristics of the pro-

cess to order, disturbance, act on the variables to regulate or to or-

der. Finally, the combination of the adaptive control with other 

types of conventional commands of the automatic has borne fruit 

and has been the source of many jobs. The adaptive laws implanted 

in the ideal case could lead to instability in the case of external dis-

turbances bounded. 

In this article we present the Adjustment method proposed for the 

UPFC, favoring the classical approach based on neurons networks. 

Neural Network is trained by adaptive learning (Reaz and al, 2004; 

Xie and al, 2006; Bouanane and al, 2013), the network ‘learns’ how 

to do tasks, perform functions based on the data given for training. 

The knowledge learned during training is stored in the synaptic 

weights. The standard Neural Network structures (feed forward and 

recurrent) are both used to model the UPFC system. The main task 

of this paper is to design a neural network controller which keeps 

the UPFC system stabilized. Elman's network (Xiang and al, 2003) 

said hidden layer network is a recurrent network, thus better suited 

for modeling dynamic systems.  

His choice in the neural control by state feedback, is justified by its 

role, this network can be interpreted as a state space model nonlin-

ear. Learning by back propagation algorithm standard is the law 

used for identification of the UPFC. 

 

 

 

Input layer Hidden layer Output layer 

 
Fig. 9: Structure of the Elman Network. 

 

3.2.1. Neural adaptive control by state space UPFC system with 

ERNN (NACSSS-ERNN) 

The integration of these two approaches (neural adaptive control) 

in a single hybrid structure, that each benefit from the other, but to 

change the dynamic behavior of the UPFC system was added 

against a reaction calculated from the state vector (state space) Fig. 

7. 

 

 
Fig. 10: Diagram of A UPFC Control by State Feedback. 

 

The state feedback control is to consider the process model in the 

form of an equation of state: 

 

𝑋∗(𝑡) = 𝐴 𝑥 (𝑡) + 𝐵 𝑈(𝑡)                                                          (11) 

 

And observation equation: 

 

𝑌(𝑡) = 𝐶 𝑥(𝑡) + 𝐷 𝑈(𝑡)                                                            (12) 

 

Where u (t) is the control vector, x (t) the state vector, and y (t) the 

output vector of dimension for a discrete system to the sampling 

process parameters Te at times of Te sample k are formalized as fol-

lows:  

 

𝑋(𝑡 + 1) = 𝐴𝑑  𝑋(𝑡) + 𝐵 𝑈𝑑(𝑡)                                                 (13) 

 

𝑌(𝑡) = 𝐶𝑑  𝑥(𝑡) + 𝐷𝑑  𝑈(𝑡)                                                         (14) 

 

The system is of order 1, so it requires a single state variable x. this 

state variable represents the output of an integrator as shown in Fig. 

 

x(t) = y(t) x* (t) = y*(t)  

 

 
Fig. 11: Block Diagram of the State Representation of the UPFC. 

 

The transfer function 𝐺(𝑠) = 𝑌(𝑠) 𝑈(𝑠)⁄  of our process UPFC can 

be written as: 

 

 

𝐺(𝑠) =
1

𝑠+ 𝑟 𝐿⁄
                                                                             (15) 

 

We deduce the equations of state representation of the UPFC: 

 

{
𝑥∗ = − (

𝑟

𝐿
) 𝑥 + 𝑢

𝑦 = 𝑥
                                                                     (16) 

 

With: 𝑈(𝑡) = 𝑒(𝑡) − 𝑘 𝑥(𝑡) 
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Let:𝑋(𝑡 + 1) = [𝐴𝑑 − 𝐾 𝐵𝑑] 𝑥(𝑡) + 𝐵𝑑  𝑒(𝑡)                            (17) 

𝑌(𝑡) = 𝐶𝑑  𝑥(𝑡)                                                                           (18) 

 

The dynamics of the process corrected by state space is presented 

based on the characteristic equation of the matrix [Ad - Bd K], where 

K is the matrix state space-controlled process. Our system is de-

scribed in matrix form in the state space: 

 

Where:{
𝑥∗ = 𝐴𝑥 + 𝐵𝑢
𝑦 = 𝐶𝑥 + 𝐷 𝑢

                                                               (19) 

 

                        (20) 

3.2.1.1. UPFC system identification USING ERNN (NEWELM) 

The identification makes it possible to obtain a mathematical model 

that represents as faithfully as possible the dynamic behaviour of 

the process (Narendra and al, 1990; Delgado and al, 1995). A pro-

cess identified will then be characterized by the structure of the 

model, of its order and by the values of the Settings. It is therefore, 

a corollary of the process simulation for which one uses a model 

and a set of coefficients in order to predict the response of the sys-

tem. 

The figure shows the network Elman consisting of three layers: a 

layer of entry, hidden layer and a layer of output. The layers of entry 

and exit interfere with the outside environment, which is not the 

case for the intermediate layer called hidden layer. In this diagram, 

the entry of the network is the command U(t) and its output is Y (t). 

The vector of state X(t) from the hidden layer is injected into the 

input layer. 

 

 
Fig. 12: Structure of the NEWELM. 

 

 

The state vector X (t) from the hidden layer is injected into the input 

layer. We deduce the following equations: 

 

𝑋(𝑡) = 𝑊𝑟  𝑋(𝑡 − 1) + 𝑊ℎ 𝑈(𝑡 − 1)                                         (21) 

 

𝑌(𝑡) = 𝑊0𝑋(𝑡)                                                                          (22) 

 

Where, Wh; Wr et Wo are the weight matrices. Equations are stand-

ard descriptions of the state space of dynamical systems. The order 

of the system depends on the number of states equals the number of 

hidden layers. When an input-output data is presented to the net-

work at iteration k squared error at the output of the network is de-

fined as: 

 

𝐸𝑡 = (𝑦𝑑(𝑡) − 𝑦(𝑡))
2
                                                                (23) 

 

For the whole training data u (t), yd (t) de t = 1, 2… N, the summed 

squared errors are:  

 

𝐸 = ∑ 𝐸𝑡
𝑁
𝑡=1                                                                                 (24) 

 

The weights are modified at each time step for W0: 

 
𝜕𝐸𝑡

𝜕𝑊0
= (𝑦𝑑(𝑡) − 𝑦(𝑡))

𝜕𝑦(𝑡)

𝜕𝑊0
  

 
𝜕𝐸𝑡

𝜕𝑊0
 = (𝑦𝑑(𝑡) − 𝑦(𝑡)). 𝑋𝑇(𝑡)                                                    (25) 

 

For Wh et Wr, 

 
𝜕𝐸𝑡

𝜕𝑊ℎ
= −

𝜕𝐸𝑡

𝜕𝑦(𝑡)
.

𝜕𝑦(𝑡)

𝜕𝑥(𝑡)
.

𝜕𝑥(𝑡)

𝜕𝑊ℎ
  

 
𝜕𝐸𝑡

𝜕𝑊ℎ
= −(𝑦𝑑(𝑡) − 𝑦(𝑡)). 𝑊0

𝑇 . 𝑢(𝑡)                                            (26) 

 
𝜕𝐸𝑡

𝜕𝑊𝑟
𝑖 = −

𝜕𝐸𝑡

𝜕𝑦(𝑡)
.

𝜕𝑦(𝑡)

𝜕𝑥𝑖(𝑡)
.

𝜕𝑥𝑖(𝑡)

𝜕𝑊𝑟
𝑖   

 
𝜕𝐸𝑡

𝜕𝑊𝑟
𝑖 = −(𝑦𝑑(𝑡) − 𝑦(𝑡)). 𝑊0

𝑖 .
𝜕𝑥𝑖(𝑡)

𝜕𝑊𝑟
𝑖                                             (27) 

 

The latter we obtain: 

 
𝜕𝑥𝑖

𝜕𝑊𝑟
𝑖 = 𝑋𝑇(𝑡 − 1) + 𝑊𝑟

𝑖 𝜕𝑥𝑖(𝑡−1)

𝜕𝑊𝑟
𝑖                                                  (28) 

 

Equation shows that there is a dynamic trace of the gradient. This 

is similar to back propagation through time. Because the general 

expression for weight modification in the gradient descent method 

is: 

𝛥𝑊 = −𝜂
𝜕𝐸𝑡

𝜕𝑊

 

                                                                             (29) 

 

The dynamic back propagation algorithm used to identify a state 

space model of the UPFC for NEWELM (Elman network) can be 

summarized as follows: 

 

𝛥𝑊0 = −𝜂𝐸(𝑡)𝑋𝑇(𝑡)                                                                 (30) 

 

𝛥𝑊ℎ = 𝜂𝐸(𝑡). 𝑊0
𝑇(𝑡)𝑢(𝑡)                                                         (31) 

 

𝛥𝑊𝑟
𝑖 = 𝜂𝐸(𝑡). 𝑊0

𝑖(𝑡) (
𝜕𝑋𝑖(𝑡)

𝜕𝑊𝑟
𝑖 )                                                    (32) 

 

If the dependence of X (t-1) on WI is ignored, the above algorithm 

degrees’ is the standard back propagation algorithm: 

 
𝜕𝑋𝑖(𝑡)

𝜕𝑊𝑟
𝑖 = 𝑋𝑇(𝑡) = 𝑋𝑇(𝑇 − 1)                                                      (33) 

 

 

 
Fig. 13: UPFC System Presentation with State Space and (ERNN-NEW-

ELM). 

 

Note that the performance of the identification is better when the 

input signal is sufficiently high in frequency to excite the different 

modes of process. The three weights Wo, Wr and Wh which are re-

spectively the matrices of the equation of state of the process system 

(UPFC) [C, A and B] became stable after a rough time t = 0.3s and 

several iterations fig. 9. NB. For the NEWELM is assumed through 

the vector is zero (D = 0).  

Input layer 
Hidden layer 

 Couche 

Y (t) W0 

X (t) 

Wr 

Wh 

U (t) 

Output layer 
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3.2.1.2. Estimation of the parameters 

The input used ladder type is considered for identification systems 

(M. I. Marei, 2012). It is obvious that the input is better than other 

(ramp, sinusoid ......) from the point of view of identification. In or-

der to allow an identification by inputs allowing to excite the max-

imum of modes of the system without disturbing its normal opera-

tion too much, if one wants to draw a lot of information, in particu-

lar to excite it in all the interesting frequency band, one uses in gen-

eral a slot-like variation of pseudo-random binary sequence (SBPA) 

superimposed on the wanted signal (PRBS). 

 

The design of a system of efficient regulation and robust requires 

knowing the dynamic model of the process, which describes the re-

lationship between the variations of the command and the variations 

of the measure. The dynamic model can be determined by direct 

identification. 

 

• The classic method type "Response Level" requires signals 

of excitation of large amplitudes; its accuracy is reduced, and 

does not allow the validation of the model. 

• The current methods with recursive identification algorithms 

offer better accuracy and operate in open or closed loop mode 

with excitation signals of very low amplitude (0.5 to 5% of 

the pseudo random binary sequence op (PRBS), and in fre-

quency. 

 

The Pseudo Random Binary Sequence (PRBS) is a signal consisting 

of rectangular pulses modulated randomly in length, which approx-

imate a white noise discreet, therefore rich in frequency and average 

value of zero, not amending the operating point of the process. Easy 

to generate; it is commonly used in the identification procedures. 

Posed on useful signal. 

 

So, in this article we used for the identification of the parameters of 

the Elman network system with three layers. Note that the perfor-

mance of the identification is better when the input signal is suffi-

ciently rich in frequencies to excite the different modes of process. 

To obtain its results, a pseudo random binary sequence (PRBS) is 

used as the excitation signal and are of the estates of rectangular 

pulses modulated in width, which are approximate to a white noise 

discrete which have a rich content of frequencies. 

For the simulation it was chosen: 

 

• Network Elman (NEWELM) to three layers [Entry, hidden 

and output] is respectively [vector command, the vector of 

state and output vector] 

 

• A rich signal of frequency pseudorandom binary sequence is 

of languor in 1023 and of amplitude 1V. 

 

 

• A PRBS signal fig 14. Is input to system to provide reasona-

ble convergence of the neural network weights for the con-

troller to start with. 

 

 
 

 
Fig. 14: PRBS Signal and Changing Weights. 

 

There is after the application of pseudorandom binary sequence 

(PRBS) signal that the pace of three weights wo, wr and wh who are 

respectively the matrices of the equation of state of the process 

(UPFC system). [C, A and B] are become stable after an approxi-

mate time t=0.3s and several iterations and [D] equal to zero for the 

NEWELM figure15. 

 

 
Fig. 15: Estimation Error. 

 

In Elman network learning, the tasks of identification, synthesis and 

correction are done one after the other, where the correction of the 

numerical values of the parameters is done recursively so the error 

of estimation puts about one second (t = 1s) to converge to zero Fig. 

15.  

3.2.2. Neural adaptive control by internal model of a UPFC sys-

tem (NACIMS) 

Several techniques can be envisaged in order to improve the perfor-

mance. In this work, we use the command by internal model, which 

belongs to the family of commands in a closed loop (feedback). Its 

principle is call to a model of the system and has the property to 

operate in quasi open loop as long as the system and their models 

are identical, which reduces the risks of instability encountered in 

the technical standards of counter-reaction. This solution can be 

used on any architecture or technology of the chain because the only 

elements to be added are a couple and a demodulator to the issuance 

to retrieve information on the distortions introduced. In order to as-

sess the performance of this technique, we have applied in simula-

tion on our system UPFC. 

3.2.2.1. Internal model control 

Figure 16 represents the basic scheme of IMC. For reasons of sim-

plicity, it illustrates the general principle on a linear system in the 

field of Laplace knowing that this representation can be extended 

to the discrete domain. 

 

 
Fig. 16: Basic Scheme of IMC. 

Regulator   

   
 

 

 
 

 

 

 
 

  

H(s) R(s) 
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In this figure, we find the main elements of a feedback loop: 

The system H(s), output y (t), 

• The model of the Ĥ(s)system, obtained by prior identifica-

tion of the system, 

• The corrector R(s), 

• The set point or the excitation e(t), 

• A disturbance d (t). 

The study of the structure makes it possible to establish the follow-

ing operating equation, linking the output Y to the input E and the 

perturbation D: 

 

𝑌(𝑠) =
𝑅(𝑠).𝐻(𝑠)

1+𝑅(𝑠).(𝐻(𝑠)−�̂�(𝑠))
. 𝐸(𝑠) +

1−𝑅(𝑠).�̂�(𝑠)

1+𝑅(𝑠).(𝐻(𝑠)−�̂�(𝑠))
. 𝐷(𝑠)        (34) 

 

The error of characterization (or modeling) the system that repre-

sents the difference between the system and its model is represented 

by the term: 

 

𝛥𝐻(𝑠) = 𝐻(𝑠) − �̂�(𝑠)                                                               (35) 

 

The errors signal w (t) rebuilt the disturbance D (t) and the error of 

characterization following the command u (t): 

 

𝑊(𝑠) = 𝛥𝐻(𝑠). 𝑈(𝑠) + 𝐷(𝑠)                                                    (36) 

 

So, we can say that the stability of the whole when R(s) and �̂�(𝑠)are 

stable 

For an ideal model �̂�(𝑠) = 𝐻(𝑠)  and 𝑅(𝑠) = �̂�(𝑠)−1  a perfect 

pursuit of trajectory  

 

𝑤(𝑡) = 𝑒(𝑡) , ∀ d (t) 

 

An online estimate of unmeasured disturbances 

 

�̃�(𝑡) = 𝑑(𝑡)                                                                                (37) 

3.2.2.2. Neural inverse model control design 

It is quite obvious that this excludes many cases, and thus the effec-

tive implementation of the IMC structure goes through techniques 

which are in two general principles: 

• Minimize the sensitivity of the IMC structure for maximum 

disturbance rejection. 

• Maximizing the complementary sensitivity for a better pur-

suit. 

In the basic principle of the internal model control, the closer the 

model is to reality the more the structure approaches an open-loop 

structure. A closed loop type corrector can therefore compensate for 

this handicap while enlarging the class of systems for which the 

structure is applicable. On the other hand, the gap between the ac-

tual system and its behavioral model may be due to multiple rea-

sons, so it is more reasonable to consider this signal as exogenous 

to the control. The structure of Figure 16. is modified as shown in 

Figure 17 (Alf Isaksson,1999). 

 

 
Fig. 17: Block Diagram of IMC with Input Disturbance. 

 

The low-pass filter (Filtering model), obviously has an impact on 

the behavior of the closed-loop system; on the model-following as 

well as on the disturbance rejection ability. 

The model M is determined by the Widrow-Hoff learning law 

(Widrow and al, 1990). The training of the network consists in mod-

ifying, with each step, the weights and bias in order to minimize the 

quadratic errors at output by using the law of Windrow-Hoff. With 

each step of training, the error at output is calculated as the differ-

ence between the required target t and the output y of the network. 

The quantity to be minimized, with each step of training k, is the 

variance of the error at the output of the network. 

 

𝐸𝑘 = 𝑒𝑘
𝑇𝑒𝑒𝑘 =

1

2
(𝑡𝑘

𝑇𝑒𝑡𝑘 + 𝑦𝑘
𝑇𝑒𝑦𝑘 − 2𝑦𝑘

𝑇𝑒𝑡𝑘)                                (38) 

 

Te: The sampling time is equal to 1ms. This time will be maintained 

throughout this study. 

The estimation of output and the error are calculated by: 

 

𝑧(𝑘) = [−𝑦(𝑘 − 1) 𝑢(𝑘) 𝑢(𝑘 − 1)] [

𝑤1

𝑤2

𝑤3

] + 𝑏1; 𝑒(𝑘) =

𝑦(𝑘) − 𝑧(𝑘)                                                                                (39) 

 

The learning of the network of neuron is to modify, at each sam-

pling, the weight and bias (estimation of parameters) in order to 

minimize the quadratic criterion of the squares of the errors in the 

output. 

The inverse model controller y (t) is given by the following equa-

tion: 

 

y(t) =
b1+b2z−1

1+b2z−1 u(t − 1)                                                            (40) 

 

Where 

 

û(t) =
1

b1
y(t) +

a1

b1
y(t − 1) −

b2

b1
u(t − 2)                                (41) 

 

So, the weights and the bias fig. 18 are calculated as follows: 

 

w1 =
1

b1
 , w2 =

a1

b1
 and w1 =

b2

b1
 

 

The control law is described by: 

 

u(t) = wc φ  

 

With 

 

wc = [w1 w2 w3]  
 

And 

 

φ = [r(t) y(t − 1) u(t − 2)]                                               (42) 

 

 
 

 
 

Time (s) 

Evolution of the Weights NACIMS 
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Fig. 18: Evolution of the Weights and Estimation Error (NACIM). 

 
 

3.3. Simulation with NACSS-NEWELM 

 

 
 

 
 

 
Fig. 19: Powers (P and Q) of the Control System with (NACSS-NEWELM) 

At ± 30% of XL. 

3.4. Simulation with NACIMS 

 

 
 

 
 

 
Fig. 20: Powers (P and Q) of the Control System with (NACIMS) at ± 30% 

of XL. 

4. Comparative simulation studies between 

NACSS-NEWELM and NACIMS 

Adaptive Neural Feedback Control (ANFC) is a hybrid control that 

was allowed to control any variation in monitoring, regulation or 

stability. The results of the simulation showed the strength of our 

neural adaptive controller (NAC). We can say that the decoupled PI 

regulator would be ideal for the UPFC system control if the ± 30% 

variation of the reactance did not degrade its dynamic performance, 

as pointed out in this article. The process model is never perfect. 
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 The results of this analysis of the two controls by neural networks 

at ± 30% of XL fig.19 are summarized in the following points: 

 

• All control strategies indicate that the proposed regulators 

have better dynamic performance and are much more robust 

than the traditional PI controller. They seem to be very high-

performance dynamic regulators. 

• Thanks to the generalization capacity of network neurons, the 

use of a neural identification regulator allows an improve-

ment in the dynamic performance of the regulator ap-

proached. It has even been demonstrated by simulation that a 

neural identification regulator can solve the problem of the 

incapacity of parametric variations regulator PI of the line. 

 

5. Conclusion 

In this article, our UPFC system based on three robust control meth-

ods has been proposed [(PI-D), (NEWELM and NIMC) based neu-

ral adaptive control]. These control strategies introduce enough 

flexibility to set the desired level of stability and performance. Prac-

tical constraints were considered by introducing appropriate uncer-

tainties. The methods above have been applied to a typical test of a 

single-phase power system bridge. Simulation results showed that 

designed regulators were able to ensure a robust stability and per-

formance a wide range of uncertainty of parameters of transmission. 

But line orders two hybrid (NACSSS-ERNN and NACIMS) in case 

of modification of the parameters of the system and an excellent 

ability to improve the stability of the system under small disturb-

ances. 
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