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Abstract 
 

The machine translation systems affect by various difficulties like long-distance dependency and long sentences having complex syntax. 

Text Summarization (TeSu) and Text Simplification (TeSi) are the important ways of simplifying the text for users who are having the 

poor reading capability, including non-native speakers, functionally illiterate and children. TeSu produce a brief summary of the main 

ideas of the text, while TeSi aims to reduce the linguistic complexity of the text and retain the original meaning. In many text generation 

tasks, sequence-to-sequence model depends upon approaches of TeSu and TeSi achieves more success, recently. Text data have low 

Semantic Relevance (SR), but the Simplified Text (SiTs) which generate from the Source Text (SoTs) are more similar. The goal of the 

paper is to work for TeSu and TeSi, for improving the SR between the original texts and the modified texts. The proposed method en-

couraging high semantic similarity between texts and summaries by implementing SR based Neural model (SRN). The encoder repre-

sents the SoT, whereas, the decoder produced the summary representation. During training, the representation provides maximum Simi-

larity Score (SS) and the experi-ments conducted on the approach using two benchmark datasets. The experimental results showed that 

SNR approach provided better per-formance compared to the existing method in terms of metrics such as readability metrics, human-

sentence level evaluation, and Post Editing (PE) evaluation. 
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1. Introduction 

The conversation is quite normal for humans in our daily life, 

people can talk naturally as human's brain already know how to 

catch the key information and reply properly. However, this work 

is difficult for the machine, due to the unnecessary and superflu-

ous words appear frequently in spoken dialogue [1]. Therefore, the 

technique of summarization played a major part and a lot of re-

search work require in computational linguistics for solving real-

world problems as per native linguistic use [2]. With the rapid 

development of the social network, a large number of users ex-

press their views to some hot topics through the network. The 

texts given by the users are related to society, life, science and 

technology, entertainment and other fields [3]. The problems such 

as redundancy and information overload cause by a number of 

available documents that are difficult to use and find the infor-

mation effectively and efficiently. The above problems tackled by 

the process called Document Summarization (DS) and these ur-

gent practical problems overcome by raising new methods [4]. 

The process of producing the topic-or generic reports compressed 

a set of documents sharing the similar topics by reducing the doc-

ument length. The summary can be single-document (SDS) or a 

Multi-Document (MDS) which depends on the number of docu-

ments to be summarized. The reduction of one document into a 

shorter version is done on SDS whereas, a set of documents is 

compressed in MDS, moreover, in a cluster of documents, the 

MDS is used for outlining the information. 

The summarization techniques are most useful for retrieving im-

portant information from the documents with the help of cluster-

ing and also have a vast range of application in many fields such 

as retrieval and information management [5-6]. The TeSu uses the 

generic summarization algorithms developed for summarizing the 

text that is both diverse and concise [7]. The process of summari-

zation performed by two kinds of content such as multi-media 

content (i.e. transcripts of video) and textual content like books, 

etc., which make a rise for providing demand for a high-quality 

summary [8]. The user's semantic information is contained by 

these text data which are having more valuable resources of in-

formation in the era of big data. A number of management are 

making use of the semantic information on the web for decision-

making [9]. Ambiguous words can have multiple meanings, for 

example, the word "cut" has several meanings such as perforate, 

slashed or chopped. Getting the right meaning of an ambiguous 

word is easy for a human, but developing Natural Language Pro-

cessing (NLP) system for a machine is complicated. However, this 

can be overcome by incorporating the knowledge that identifies 

the original word of the uncertain word or called Word Sense 

Disambiguation (WSD). A classifier is applied for WSD to pro-

duce two types of knowledge sources that distinguish senses of the 

words in a given collection of words. The corpus is the first type 

that is not labelled with word senses, whereas, the dictionary can 

be thesaurus and machine-readable which is the second type of 

knowledge source [10-11].  

Today, the level of writing in their independent language relate to 

the synaptic structures from the levels of paragraphs, phrases, 

clauses, and sentences by the process of Semantic analysis. The 

invariant meanings convert from the elements of figurative speech 

and idiom, which are cultural in the analysis of semantic infor-

mation [12-13]. Without knowledge sources, it is hard for either 

people or machines to recognize the correct sense. According to 

knowledge or information source, several WSD techniques are 

ranging as supervised or unsupervised techniques. This paper 

proposed an SRN to improve the SR between SoTs and generated 

SiTs for TeSu and TeSi. A component for evaluating similarity is 

introduced to calculate the relevance of SoTs and Generated Texts 
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(GT), and the SS is maximized to encourage high SR between 

SoTs and SiTs. The research work also introduced a self-gated 

encoder to better represent a long redundant text. Section 2 ex-

plains the related works, whereas the proposed framework de-

scribed in Section 3. The experiments are conducted on databases 

and the evaluation results represented in Section 4, finally, the 

conclusion is made in Section 5. 

2. Literature review 

Some existing methods related to our work described in the below 

section. The methodology used in the papers discussed and also 

their drawbacks detailed below. 

L. Wang et al. [14] developed a Sentiment Related Index (SRI) for 

measuring the lexical elements between the associations in a spe-

cific domain using the bridge as a domain-independent feature. 

They proposed a sentiment classification algorithm as SentiRelat-

ed in cross-domain depends upon SRI, for analysing the polarity 

for short texts. The algorithms were validated on two typical da-

tasets and the experimental results showed that the proposed Sen-

tiRelated algorithm was effective for analysing the short text po-

larity. The method trained classification model according to the 

vast data on the offline part, on the other hand, short deadlines are 

presented in the online analytics.  

A. Abdi, et al., [15] employed the combination of summarization 

and sentiment approaches by implementing the QMOS method. 

The paper transformed the query-based MDS from the lexicon-

based method of opinion, which expressed in the reviews. If the 

sentence was not included in a sentiment lexicon, the sentiment 

score of a word was determined by the QMOS by using Semantic 

Sentiment approach. The redundancy was reduced by employing 

the query expansion approach and greedy algorithm and the lexi-

cal gaps were filled for similar contexts which were expressed 

using different wordings. While comparing the two sentences, the 

method was not able to distinguish between an active sentence and 

a passive sentence. 

N. K. Nagwani, [16] implemented an approach which was used 

for large text summarization by employing MapReduce technolo-

gy. For summarizing the large text collection, the technique was 

presented using topic modeling with Latent Dirichlet Allocation 

(LDA) and semantic similarity based clustering over MapReduce 

framework. The modular implementation of MDS was provided 

by the task of summarization which was performed in four stages. 

The MapReduce framework reduced time complexity and provid-

ed better scalability for summarizing a large number of text docu-

ments. The framework was unable to provide the support for mul-

tilingual TeSu in different languages. 

S. Xiong et al., [17] proposed a joint sentiment-topic model Word-

pair Sentiment-Topic Model (WSTM) for detecting the topics and 

sentiments by considering the text sparse problem. The two words 

had the same topic in a word-pair, moreover, all words had the 

same sentiment polarity in a sentence which was held in the gen-

erative process of WSTM. The Chinese product review datasets 

were used for experimental evaluation, the results showed that the 

WSTM accurately identified the document-level sentiment in 

addition to learn high-quality topics. The method needed another 

effective topic model for filtering common topics because the 

method consumes more time for filtering which was directly af-

fected the overall performance. 

S. Song et al., [18] developed constructed new sentences for ex-

posing more grained fragments than semantic phrases, employed 

an LSTM-CNN based ATS framework (ATSDL). The ATSDL 

consisted of two main steps, namely the summarization of GT 

using deep learning and the extraction of phrases from source 

sentences. The experiments were conducted on datasets such as 

CNN and DailyMail. The results evaluated that the ATSDL pro-

vided better performance in terms of both syntactic and semantic 

structure. The requirements of the syntactic structure were diffi-

cult by the sequence of keywords to solve them that was the major 

drawback of the approach. 

3. Proposed methodology 

The goal is to improve the SR between SoTs and SiTs. So, the 

proposed model of this paper encourages high similarity between 

their representations. Figure 1 represents the block diagram of our 

proposed model. The model consists of three components namely, 

encoder, decoder and a Similarity Function (SF). The SoTs com-

presses into semantic vectors by the encoder, whereas the genera-

tion of summaries and the production of semantic vectors of these 

generated summaries done by using decoder. The SF. evaluates 

the relevance of the vector of semantic SoTs and summaries. The 

main objective is to increase the SS, so that the summaries have 

high SR to SoTs. 

 

 
Fig. 1: The Block Diagram of the Proposed Methodology. 

 

Where, 
1 2 3 4
, , ,s s s s represents as decoder, 

1
,

2 3 4
h h ,h ,h  describe as 

encoder and Cos is defined as Cosine Similarity. 

3.1. Self-gated encoder 

The goal of the complex text encoder is to provide a series of 

dense representation of SoTs for the decoder and the SR compo-

nent. In the previous work, the complex text encoder is a two-

layer uni-directional Long Short-term Memory Network (LSTM), 

which produces the dense representation 
1 2

{ , ,...., }
N

h h h  from the 

SoT 
1 2

{x ,x ,...., x }
N

. 

However, in TeSu and TeSi, SoTs are usually very long and noisy. 

Therefore, some encoding information at the beginning of the 

texts vanish until the end of the texts, which leads to bad represen-

tations of the texts. Bi-directional LSTM is an alternative to deal 

with the problem, but it needs double time to encoder the SoTs, 

and it does not represent the middle of the texts well when the 

texts are too long. To solve the problem, we proposed a self-gated 

encoder to better represent a long text.  

In TeSu and TeSi, some words or information in the SoTs are 

unimportant, so they need to be simplified or discarded. Therefore, 

the SRN approach introduces a self-gated encoder, which can 

reduce the unnecessary information and enhance the important 

information to represent a long text. The basic structure of the 

Self-gated encoder represented in figure 2.  

 

 
Fig. 2: The Block Diagram of Self-Gated Encoder. 
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Self-gated encoder tries to measure the importance of each word, 

and decide how much information is reserved as the representation 

of the texts. At each time step, every upcoming word 
t

x  is fed 

into the LSTM cell, which outputs the dense vector 
t

h . 

 

1
( , )

t t t
h f x h




                                                                                (1) 

 

Where, f  is the LSTM function, and 
t

h  is the output vector of 

the LSTM cell. A Feed-Forward Neural Network (FFNN) used to 

measure the importance and decide how much information is re-

versed. 

 

( ( ))
t t

sigmoid g h 
                                                                       (2) 

 

Where g  is the FFNN, and 
t

 measures the proportion of the 

reserved information. Finally, the reversed information is comput-

ed by multiplying
t

 . 
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Where ˆ
t

h   is the representation at the 
th

t  time step, and 
1t̂

e


is the 

input embedding of 
1t

x


 at the 1
th

t  time step. 

3.2. Simplified text decoder 

The goal of the SiT decoder is to generate a series of simplified 

words from the dense representation of SoTs. In SRN model, the 

dense representations of the SoTs are fed into an attention layer to 

generate the context vector 
t

c . 
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Where 
t

s  is the dense representation of generated simplified com-

puted by a two-layer LSTM. 

In this way, 
t t

c and s respectively represent the information of 

SoTs and the target texts at the tht  time step. To predict the tht  

word, the decoder uses 
t t

c and s to generate the probability distri-

bution of the candidate words: 

 

ˆ
( ) ( )

tt s
p y x softmax W 

                                                                (7) 

 

ˆ ( [ ; ])
t c t t

s tanh W s c                                                                          (8) 

 

Where 
c

W and W is the parameter matrix of the output layer. Final-

ly, the word with the highest probability is predicted:  

 

, ( ' x)
t y t

y argmax p y 
                                                                 (9) 

3.3. Semantic relevance 

Our goal is to calculate the SR of SoTs and GTs given the source 

semantic vector 
t

V  and the generated semantic vector 
S

V . Here, 

we use Cosine Similarity (CS) to measure the SR, which is repre-

sented by a dot product and magnitude:  

 

.
( , ) S t

S t

S t

V V
cos V V

V V


                                                                    (10) 

 

SoTs and GTs share the same language, so it is reasonable to as-

sume that their semantic vectors are distributed in the same space. 

The distance between two vectors is calculated by the CS in the 

same space.  

With the SR metric, the problem is getting the semantic vector 
S

V  

and
t

V . The representation of text or sentences includes many 

methods namely reserving the last state of LSTM or mean the 

pooling of LSTM output. In our model, select the last state of the 

encoder as the representation of SoTs: 

 
ˆ

S N
V h

                                                                                       (11) 

 

The semantic vector of a summary is got by feeding them into the 

encoder as well, but the method loss more time because of the 

encoding process. The information for both SoT and generated 

summaries are contained by the last output of the decoder ˆ
M

S . We 

simply evaluate the semantic vector of the summary with the 

equation below: 

 
ˆˆ

S M N
V S h 

                                                                                (12) 

 

The method is effective for representing a span of words, which is 

proved by previous work, without encoding the words once more.  

3.4. Training 

The model parameter is given as θ and x is an input text, the mod-

el produces corresponding summary y and semantic vector 
S

V  

and
t

V . The objective is to minimize the loss function. 

 

( ; ) ( , )
S t

L p y x cos V V                                                          (13) 

 

Where ( ; )p y x   is the conditional probability of summaries 

given SoTs, and is calculated by the encoder-decoder model. 

( , )
S t

cos V V  is CS of semantic vectors 
S

V  and
t

V . This term tries to 

maximize the SR between SoT and target output. 

4. Experimental outcome 

The SRN approach provided an experimental evaluation in three 

ways such as readability of the SiTs by using the palette of metrics 

of standard readability. The method evaluated the human sen-

tence-level of simplified sentences namely simplicity, preservation 

of meaning and grammaticality with the original sentences. At 

last, the framework calculated the PE for measuring the time taken 

by the human to correct the errors produced by the TeSu and TeSi 

systems. 

4.1. Database description 

The simplification component approach implemented for simplify-

ing the words with real-world events rather than the texts of de-

scriptive structures with very few events. However, the existing 

simplification systems do not focus on events and were built using 

the English Wikipedia-Simple English Wikipedia (EW–SEW) 

corpus. Hence, the SRN method aimed to compare with those 

systems based on a collection of new stories (News dataset), the 

approach also evaluated Wikipedia articles (WiKi dataset) as well. 

The method considered 100 documents maintained by both da-

tasets with at least 10 sentences each.  
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4.2. Evaluation metrics 

The performance of the approach calculated by the following 

evaluation metrics like readability metrics, human-sentence level 

evaluation, and PE evaluation. The following sections describe the 

evaluation metrics: 

4.2.1. Readability evaluation 

The readability of simplification is measured by the approach with 

the help of Average Sentence Length (ASL) and the formula for 

this three readability are as follows: 

 Flesch Reading Ease (FRE): The combination of ASL 

and the Average Number of Syllables (ASN) in a word are 

computed by the FRE score: 

 
206.835 (1.015 ) (84.6 )FRE ASL ASW                                  (14) 

 

The more readable text depends on the high score of FRE. 

 Fog Index (FOG): The ASL are combining with the av-

erage number of words that are more than two syllables 

(LEW) containing 100 words in textual fragments by using 

FOG. 

 
0.4 ( )FOG ASL LWS                                                              (15) 

 

The low value of FOG index describes a number of readable texts. 

 SMOG Grading score (SMOG): The SMOG scores are 

taken into consideration only the polysyllabic words in 30-

sentences are average in long textual segments. 

 

3
count

SMOG polysyllable 
                                                       (16) 

 

The SMOG scores not affected by the average sentence length of 

the SiT like other metrics, the evaluation of lexical complexity 

calculated by the SMOG scores. The more readable texts indicated 

by lower the values of SMOG. 

The readability scores for the original texts obtained on the News 

and WiKi datasets presented in Table 1 and 2 and their simplified 

versions by four different systems automatically. The scores ob-

tained for all the documents and the values reported for the origi-

nal texts. The simplifications performed by systems such as SRN 

with the existing methods like the systems of Lexico-Syntactic 

(LS), LexEv and EvLex TeSi.  

 
Table 1: Results of the readability evaluation for News dataset 

Database Methods FRE FOG SMOG ASL 

News 

Original 

Text 

58.3 ± 

10.9 

13.4 ± 

3.1 

11.6 ± 

2.2 

24.8 ± 

12.8 

LS [19] 
66.9 ± 

9.4 

9.9 ± 

2.5  
9.7 ± 1.7  

13.0 ± 

8.7 

LexEV [20] 
74.5 ± 
9.4 

7.4 ± 
2.2 

7.7 ± 1.6 7.6 ± 2.9 

EvLeX [20] 
74.7 ± 

10.0 

7.3 ± 

2.2 
7.7 ± 1.6 7.5 ± 3.0 

SRN 
78.8 ± 

11.2 

7.6 ± 

3.6 
7.9 ± 3.2 7.6 ± 3.9 

 
Table 2: Results of the Readability Evaluation for Wiki Dataset 

Database Methods FRE FOG SMOG ASL 

WiKi 

Original 
Text 

47.9 ± 
11.7 

15.5 ± 
2.6 

13.4 ± 
1.9 

27.0 ± 
13.6 

LS [19] 
55.6 ± 

10.8 

12.5 ± 

2.3 

11.4 ± 

1.5 

17.1 ± 

10.7 

LexEV [20] 
58.8 ± 

17.5 

10.1 ± 

3.3  
9.2 ± 1.4 9.1 ± 3.5 

EvLeX [20] 
59.8 ± 
15.6 

9.9 ± 
2.9 

9.1 ± 1.5 9.2 ± 3.4 

SRN 
61.5 ± 

18.9 

12.5 ± 

4.6 
9.5 ± 2.0 

10.2 ± 

4.8 

 

The WiKi dataset provides the readability indices with the help of 

SMOG and FOG, the readable texts significantly produced by 

SRN approach. The ASL is the largest term provided by the dif-

ference between the systems. The simplified sentences trans-

formed from the event mention of the original text, therefore this 

approach produced significantly average shorter sentences. 

4.2.2. Human sentence-level evaluation 

The semantic and grammaticality aspects of the SiT do not take 

the account of readability scores. Hence, the evaluation of com-

plement readability calculated with the metrics like meaning 

preservation, simplicity, and grammaticality on the sentence level 

in the TeSu and TeSu. The cognitive effort on annotators imposed 

by evaluating the properties of semantic and syntactic of text, the 

entire documents sentences performed by the human evaluations. 

From the two datasets, the approach selected 50 sentences ran-

domly and the performance of simplification evaluations is meas-

ured by two annotators independently produced by three systems 

in terms of their:  

 Grammaticality (Gram), i.e. the grammatical correct-

ness; 

 Simplicity (Simp), which resembles the simplified sen-

tences in a simple way, i.e., both in terms of its vocabulary 

and its syntactic structure. 

 Meaning preservation (MP), describes how well the 

original meaning is preserved by simplified sentences. 

The arithmetic mean of the three assigned scores calculated from 

the scores for each simplification (Avg), i.e. 

( ) / 3Avg Gram Simp MP   . Table 3 presented the values of In-

ter-Annotator Agreement (IAA), which measured in terms of 

quadratic Cohen's kappa for both datasets. 

 
Table 3: The IAA for Human Sentence-Level Evaluation 

Dataset Gram Simp MP 

News 0.778 0.615 0.590 
WiKi 0.640 0.537 0.656 

 

The IAA agreement values are observed, after that the framework 

calculated the average scores of the system with the help of two 

annotators. The table 4 and 5 describe the calculation values of the 

human sentence-level for the two databases.  

 
Table 4: The News Dataset Validate the Results of Human Sentence-
Level 

Database Methods Gram Simp MP Avg 

News 

Original 

Text 

4.96 ± 

0.13 

3.31 ± 

0.74 
- - 

LS [19] 
3.59 ± 

0.78 

3.42 ± 

0.91 

3.74 ± 

1.16 

3.56 ± 

0.75 

LexEV 
[20] 

4.23 ± 
0.85 

4.49 ± 
0.70 

3.57 ± 
0.92 

4.10 ± 
0.71 

EvLeX 

[20] 

4.25 ± 

0.77 

4.49 ± 

0.68 

3.55 ± 

0.96 

4.10 ± 

0.69 

SRN 
4.45 ± 

0.85 

4.58 ± 

0.59 

4.16 ± 

0.90 

4. 25 ± 

0.71 

 
Table 5: The Results of the Evaluation of Human Sentence-Level for Wiki 

Dataset 

Database Methods Gram Simp MP Avg 

WiKi 

Original 

Text 

4.95 ± 

0.15 

3.33 ± 

0.60 
- - 

LS [19] 
4.15 ± 
0.80 

3.58 ± 
0.84 

3.96 ± 
1.22 

3.90 ± 
0.70 

LexEV 

[20] 

4.35 ± 

0.66 

4.30 ± 

0.65 

3.58 ± 

1.02 

4.07 ± 

0.77 
EvLeX 

[20] 

4.35 ± 

0.63 

4.30 ± 

0.60 

3.54 ± 

1.02 

4.05± 

0.64 

SRN 
4.47 ± 
0.59 

4.60 ± 
0.57 

4.20 ± 
0.99 

4. 27 ± 
0.84 

 

According to the results from the above tables, the proposed SRN 

framework provided better results compared to the other compet-
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ing systems on the two datasets such as News and WiKi data-

bases. 

4.2.3. Post-editing evaluation 

The SRN approach measured the PE time necessary to correct 

errors in grammaticality and meaning preservation. The SiT has 

these errors as very frequent; hence, an additional method is intro-

duced before presenting to the final users, i.e. PE method. In this 

case, the calculation of PE time seems like an additional evalua-

tion method. The framework finds the evaluation particularly suit-

able for TeSu and TeSi system, which performs any kind of con-

tent reduction without omission of sentence part that can often 

change the intended meaning. 

From the two datasets, the method randomly selected 10 docu-

ments, the annotator doesn’t edit the simplified versions of the 

same original documents ensured by the framework. PE requires 

less time for the next simplification compare to the first simplifi-

cation because of the familiarity of the annotator. The tables 6 and 

7 represented the results for evaluating the PE values on databases 

such as News dataset and WiKi dataset. The graphical representa-

tion of PE seconds/documents values described in the below fig-

ures 3 (News dataset) and 4 (WiKi dataset). 

 
Table 6: Post Editing Results 

 SRB LS [19] 

Article ID sec/doc #Sent sec/sent sec/doc #Sent sec/sent 

616 60 7 6.9 170 13 13.1 

2602 125 11 9.6 454 17 26.7 
13552 259 14 15.3 456 25 18.2 

15937 256 10 22.1 291 21 13.9 

16437 150 7 16.2 185 15 12.3 
2513 69 4 10.2 97 11 8.8 

7958 165 9 12.4 209 12 17.4 

16443 442 14 21.8 398 19 20.9 
18877 134 8 11.7 254 20 12.7 

23913 65 6 7.5 102 10 10.2 
Average 175.7 9.8 13.0 261 15.2 15.4 

 

 
Fig. 3: Graphical Representation of News Dataset. 

 
Table 7: Post-Editing Results 

 SRN LS [19] 

Article sec/doc #Sent sec/sent sec/doc #Sent sec/sent 

Afghanistan 320 13 20.7 498 25 19.9 
Alan turning 354 18 15.4 434 36 12.1 

Am. English 409 11 27.5 350 21 16.7 

Angola 238 10 16.4 419 26 16.1 
Atom 185 7 22.4 203 20 10.15 

Bottle 400 12 27.6 320 21 15.2 

City 320 13 23.1 363 26 14.0 
Food 275 7 303.7 481 28 17.2 

France 115 4 20.4 579 23 25.2 

Glass 174 8 20.7 340 21 16.2 
Average 284.2 11.2 21.9 398.7 24.7 16.1 

 

 
Fig. 4: The Result of PE Values for Wiki Dataset. 

 

The two systems provided the simplified documents that differ 

greatly in the total number of sentences, the method produced PE 

results both in time per sentence (sec/sent) and in per-document 

time (sec/doc). The difference in the representation of generated 

sentences is especially noticeable in the Wiki dataset, which con-

tains many descriptive sentences that not refers a single event. The 

simplifications provided by SRN, the Average PE (APE) time per 

document (sec/doc) is shorter on both datasets. In news dataset, 

the APE time for sentence (sec/sent) is shorter for simplify the 

values produced by SRN, whereas, on the Wiki dataset, the result 

of the APE is also shorter for the output of the LS system. The 

reason behind for that is the system (WiKi) copying various origi-

nal sentences to the output without any changes and provides less 

content reduction. 

5. Conclusion 

In our routine lives, many texts encountered (e.g. Wikipedia arti-

cles or news articles) can be syntactical, semantically, or lexically 

complex for more audiences, especially users with non-native 

speakers, autism spectrum disorders, cognitive disabilities, etc. At 

once, these texts suffer some difficulties for various NLP tasks 

and tools, e.g. summarisation, parsing, and machine translation. 

Though there are various guidelines for how to write easy-to-read 

documents, manual simplification of already existing articles is 

costly and time-consuming and can’t keep up with the pace with 

which new texts are being published. This created the need for 

TeSu and TeSi, the SiTs must have high SR to the SoTs. Howev-

er, current sequence-to-sequence models tend to produce gram-

matical and coherent SiTs regardless of the SR to SoTs. The 

summary created by a sequence-to-sequence model (Seq2seq) is 

similar to the SoT literally, but it has low SR. In this approach, the 

main aim is to improve the SR between SoTs and generated SiTs 

for TeSu and TeSi for achieving this goal, the paper proposes an 

SRN. The component similarity introduced in this paper to calcu-

late the relevance of SoTs and GTs. During training, the frame-

work maximizes the SS to encourage high SR between SoTs and 

SiTs. In order to represent better, a long SoT, the SRN method 

introduced a self-gated attention encoder to memory the input text. 

The experimental results stated that this approach provided better 

results compared to the existing methods. The SRN method sim-

plifies the small text in this work, further by improving the stabil-

ity of parameters like readability metrics, human-sentence level 

evaluation, PE evaluation and also simplify the larger texts by 

using other techniques as a future work. In the present research 

work, TeSu work performed in single document, so the time com-

plexity occurred for summarizing the whole documents. In future, 

this work can be extend using query-based method in multiple 

document and it may improve performance of document summari-

zation in different fields like opinion and biomedical summariza-

tion. 
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